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Random Matrices and
Non-Exact C∗-algebras

U. Haagerup
∗†

and S. Thorbjørnsen
∗†

1 Introduction

In the paper [HT2], we gave new proofs based on random matrix methods of the following
two results:

(1) Any unital exact stably finite C∗-algebra has a tracial state.

(2) If A is a unital exact C∗-algebra, then any state on K0(A) comes from a tracial
state on A.

For each of the results (1) and (2), one may ask whether or not it holds without the
assumption that the C∗-algebra be exact. These two problems are still open, and both
problems are equivalent to Kaplansky’s famous problem, whether all AW ∗-factors of type
II1 are von Neumann algebras (cf. [Ha] and [BR]).

In the present note, we provide examples which show that the method used in [HT2]
cannot be employed to show that (1) and (2) hold for all C∗-algebras.

As in [HT2], we let GRM(m, n, σ2) denote the class of complex Gaussian m× n random
matrices of the form

B = (b(i, j))1≤i≤m
1≤j≤n

for which the 2mn real random variables Re(b(i, j)), Im(b(i, j)) are independent and
Gaussian distributed random variables with mean 0 and variance σ2/2, defined on a
probability space (Ω,F , P ). Moreover, for any bounded operator A on a Hilbert space,
we denote by sp(A) the spectrum of A.

The proofs of (1) and (2) above given in [HT2] were both based on the following theorem:
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1.1 Theorem. (cf. [HT2]) Let a1, a2, . . . , ar be elements of a unital exact C∗-algebraA.

Let further (Ω,F , P ) be a fixed probability space, and let, for each n in N , Y
(n)

1 , . . . , Y
(n)
r

be independent Gaussian random matrices defined on Ω and lying in the class GRM(n, n, 1
n
)

defined below. Put

Sn =
r∑
i=1

ai ⊗ Y
(n)
i , (n ∈ N),

and let c be a positive real number. We then have

(i) If ‖
∑r

i=1 a∗i ai‖ ≤ c and ‖
∑r

i=1 aia
∗
i‖ ≤ 1, then for almost all ω in Ω,

lim sup
n→∞

max
{
sp
(
Sn(ω)∗Sn(ω)

)}
≤
(√

c + 1
)2

.

(ii) If
∑r

i=1 a∗iai = c111B(H), ‖
∑r

i=1 aia
∗
i ‖ ≤ 1, and c ≥ 1, then for almost all ω in Ω,

lim inf
n→∞

min
{
sp
(
Sn(ω)∗Sn(ω)

)}
≥
(√

c− 1
)2

. �

The upper and lower bounds (
√

c + 1)2 and (
√

c− 1)2 in Theorem 1.1 are best possible.
This follows from

1.2 Theorem. (cf. [Th]) Let B be a unital exact C∗-algebra and let b1, b2, . . . , bs be
elements of B satisfying that

s∑
i=1

b∗i bi = c111B and
s∑
i=1

bib
∗
i = 111B,

for some real number c in [1,∞[. Consider further, for each n in N , independent random

matrices Y
(n)

1 , Y
(n)

2 , . . . , Y
(n)
s in GRM(n, n, 1

n
), and put Tn =

∑s
i=1 bi ⊗ Y

(n)
i . Then for

almost all ω in Ω,

max
{
sp(Tn(ω)∗Tn(ω))

}
→ (
√

c + 1)2, as n→∞,

and

min
{
sp(Tn(ω)∗Tn(ω))

}
→ (
√

c− 1)2, as n→∞. �

Let C∗(Fr ) denote the full C∗-algebra associated with the free group Fr on r generators,
and let u1, . . . , ur denote the unitary generators of C∗(Fr ). In [HT2, Proposition 4.9]

it was proved, that with ai = r−1/2ui, i = 1, . . . , r, and Sn =
∑r

i=1 ai ⊗ Y
(n)
i as in

Theorem 1.1, one has:

lim inf
n→∞

max{sp(Sn(ω)∗Sn(ω))} ≥
(

8
3π

)2
r.

In particular, for c ≥ 1 and r ≥ 6c, the upper bound in Theorem 1.1 is violated because
6c > (3π

8
)24c > (3π

8
)2(
√

c + 1)2. The upper bound in Theorem 1.2 is also violated in the
general non-exact case provided that c ≥ 1 and r ≥ 8c (see Remark 4.5 at the end of
this paper). The main result in this note concerns the lower bound in Theorem 1.1 and
Theorem 1.2:
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1.3 Main Theorem. (cf. Theorem 3.5 and Theorem 4.4)

(a) LetA(r, c) denote the universal unital C∗-algebra generated by r elements a1, . . . , ar,
satisfying that:

r∑
i=1

a∗i ai = c111 and
r∑
i=1

aia
∗
i ≤ 111,

where 1 ≤ c ≤ r. Put Sn =
∑r

i=1 ai ⊗ Y
(n)
i as in Theorem 1.1. If r ≥ 13c, then for

almost all ω in Ω, 0 ∈ sp(Sn(ω)∗Sn(ω)), eventually as n→∞.

(b) Let B(s, c) denote the universal unital C∗-algebra generated by s elements b1, . . . , bs,
satisfying that:

s∑
i=1

b∗i bi = c111 and
s∑
i=1

bib
∗
i = 111,

where 1 ≤ c ≤ s− 1. Put Tn =
∑s

i=1 bi ⊗ Y
(n)
i as in Theorem 1.2. If s ≥ 14c, then

for almost all ω in Ω, 0 ∈ sp(Tn(ω)∗Tn(ω)), eventually as n→∞.

The Main Theorem above clearly shows that the lower bounds in Theorem 1.1 and Theo-
rem 1.2 are violated for general (non-exact) C∗-algebras, when c > 1. The proofs in [HT2]
of the statements (1) and (2) in the beginning of this introduction did not fully use the
exact lower bound (

√
c− 1)2 in Theorem 1.1, but just the fact that in the exact case, we

have, for almost all ω, that 0 /∈ sp(Sn(ω)∗Sn(ω)) eventually as n→∞, when c > 1. The
Main Theorem above shows that even this fails in the general non-exact case.

Finally, some conventions and notation that are used throughout the paper:

As we have already practiced, in most of this paper we omit mentioning the underlying
probability space (Ω,F , P ), and it is understood that all random matrices/variables are
defined on this one probability space. By trn we denote the normalized trace on Mn(C ),
and we put Trn = n · trn. Furthermore, we denote by 111n the unit matrix in Mn(C ).

2 Some technical Lemmas

The first lemma is elementary and well-known. For completeness we include a proof.

2.1 Lemma. Let A be a fixed matrix in Mn(C ) and consider the two linear mappings
LA, RA : Mn(C ) →Mn(C ) given by:

LA(B) = AB, and RA(B) = BA, (B ∈Mn(C )).

Then

detR(LA) = detR(RA) = |det(A)|2n,

where detR(LA) (resp. detR(RA)) denotes the determinant of the matrix of LA (resp. RA)
w.r.t. an arbitrary basis for the 2n2 dimensional real vector space Mn(C ).

3



Proof. The usual n×n matrix units ekl, 1 ≤ k, l ≤ n, form a basis for the complex vector
space Mn(C ). If we list them in reverse lexicographic order, i.e.,

e11, e21, . . . , en1, e12, e22, . . . , en2, . . . , e1n, e2n, . . . , enn, (2.1)

then the matrix for LA w.r.t. this (ordered) basis is the n2 × n2 matrix:

S =


A 0

A
. . .

0 A

 ,

where A is repeated n times along the diagonal. A basis for the real vector space Mn(C )
can be obtained by adding to the list in (2.1) the same elements multiplied by i =

√
−1.

The matrix for LA w.r.t. this basis is the 2n2 × 2n2 matrix:(
Re(S) −Im(S)
Im(S) Re(S)

)
.

Note next that the matrix U = 1√
2

(
111n2 i111n2

i111n2 111n2

)
is a unitary in M2n2(C ), and that

U

(
Re(S) −Im(S)
Im(S) Re(S)

)
U∗ =

(
S 0
0 S

)
,

where S denotes the complex conjugate of S. Thus,

detR(LA) = det

(
Re(S) −Im(S)
Im(S) Re(S)

)
= det

(
S 0
0 S

)
= |det(S)|2 = |det(A)|2n,

as desired.

To calculate detR(RA), we list instead the matrix units in lexicographic order, i.e.,

e11, e12, . . . , e1n, e21, e22, . . . , e2n, . . . , en1, en2, . . . , enn.

With respect to this (ordered) basis, the matrix for RA is the n2 × n2 matrix:

T =


At 0

At

. . .

0 At

 .

By the same arguments as those given above, it follows thus that

detR(RA) = | det(At)|2n = | det(A)|2n,

as desired. �
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2.2 Lemma. Consider the following two diffeomorphisms of the open set Mn(C )×GL(n, C )
in Mn(C ) ×Mn(C ):

γ(y1, y2) =
(
y1y
−1
2 ,
[
(y1y

−1
2 )∗(y1y

−1
2 ) + 111n

]1/2
y2

)
,

and

ρ(y1, y2) =
(
y−1

2 y1, y2

[
(y−1

2 y1)(y
−1
2 y1)

∗ + 111n
]1/2)

.

Then the composed map ϕ = ρ−1 ◦ γ has Jacobi-determinant:

J(ϕ) = detR(ϕ′) = 1.

Moreover, if (z1, z2) = ϕ(y1, y2), then

(i) y1y
−1
2 = z−1

2 z1.

(ii) Trn(y
∗
1y1 + y∗2y2) = Trn(z

∗
1z1 + z∗2z2).

Proof. We start by computing the Jacobi-determinant of the mappings γ−1 and ρ−1. Note
first that

γ−1(x1, x2) =
(
x1(x

∗
1x1 + 111n)

−1/2x2, (x
∗
1x1 + 111n)

−1/2x2

)
,

for (x1, x2) in Mn(C ) × GL(n, C ). Note also that γ−1 = σ1 ◦ σ2, where σ1, σ2 are the
diffeomorphisms of Mn(C ) ×GL(n, C ) given by:

σ1(v1, v2) = (v1v2, v2),

σ2(x1, x2) =
(
x1, (x

∗
1x1 + 111n)

−1/2x2

)
.

For fixed (u1, u2) in Mn(C ) × GL(n, C ), the derivatives σ′j(u1, u2), j ∈ {1, 2}, are (real)
linear maps of Mn(C )×Mn(C ) into itself. Hence, these maps can be written in the form:

σ′j(u1, u2) :

(
h1

h2

)
7→
(

Aj Bj

Cj Dj

)(
h1

h2

)
,

where Aj , Bj, Cj, Dj are (real) linear maps on Mn(C ). For each j in {1, 2}, we can easily
compute the diagonal elements Aj, Dj , and some of the diagonal elements, namely

σ′1(v1, v2) =

(
Rv2 Lv1

0 111n

)
,

and

σ′2(x1, x2) =

(
111n 0
∗ L(x∗1x1+111n)−1/2

)
,
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where “∗” means an undetermined entry. From the equations above, it follows that for
each j, the Jacobi-determinant J(σj) = detR(σ′j) is just the product of the determinants
of the diagonal entries in the corresponding matrix above. Hence, by Lemma 2.1,

J(σ1)(v1, v2) = | det(v2)|2n,

J(σ2)(x1, x2) =
∣∣ det((x∗1x1 + 111n)

−1/2)
∣∣2n = (det(x∗1x1 + 111n))

−n.

Thus, for (x1, x2) in Mn(C ) ×GL(n, C ), we have

J(γ−1)(x1, x2) = J(σ1)(σ2(x1, x2)) · J(σ2)(x1, x2)

=
∣∣ det((x∗1x1 + 111n)

−1/2x2)
∣∣2n(det(x∗1x1 + 111n))

−n

= | det(x2)|2n(det(x∗1x1 + 111n))
−2n.

(2.2)

Regarding the Jacobi-determinant J(ρ−1), note first that

ρ−1(x1, x2) =
(
x2(x1x

∗
1 + 111n)

−1/2x1, x2(x1x
∗
1 + 111n)

−1/2
)
.

As above, we may write ρ−1 in the form: ρ−1 = τ1◦τ2, where τ1, τ2 are the diffeomorphisms
of Mn(C ) ×GL(n, C ) given by:

τ1(w1, w2) = (w2w1, w2)

τ2(x1, x2) =
(
x1, x2(x1x

∗
1 + 111n)

−1/2
)
.

The derivatives of τ1 and τ2 have the form:

τ ′1(w1, w2) =

(
Lw2 Rw1

0 111n

)
,

and

τ ′2(x1, x2) =

(
111n 0
∗ R(x1x∗1+111n)−1/2

)
.

Arguing then as above, we get that

J(ρ−1)(x1, x2) = | det(x2)|2n
(
det(x1x

∗
1 + 111n)

)−2n
. (2.3)

We are now ready to calculate the Jacobi-determinant J(ϕ): Let (y1, y2) be a pair of
matrices in Mn(C ) ×GL(n, C ) and put (x1, x2) = γ(y1, y2). Since ϕ = ρ−1 ◦ γ we have

J(ϕ)(y1, y2) = J(ρ−1)(x1, x2) · J(γ)(y1, y2) =
J(ρ−1)(x1, x2)

J(γ−1)(x1, x2)
. (2.4)

Since x∗1x1 and x1x
∗
1 have the same eigenvalues (counted with multiplicity), we have

det(x∗1x1 + 111n) = det(x1x
∗
1 + 111n), and combining this with (2.2)-(2.4), it follows, finally,

that J(ϕ)(y1, y2) = 1, as desired.
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Turning now to the equation (ii), consider, as above, (y1, y2) in Mn(C ) × GL(n, C ), and
put (x1, x2) = γ(y1, y2). Furthermore, define (z1, z2) = ϕ(y1, y2) = ρ−1(x1, x2). Then
(x1, x2) = γ(y1, y2) = ρ(z1, z2), and in particular x1 = y1y

−1
2 = z−1

2 z1, which proves (i).

Finally, regarding the equation (ii), let (x1, x2), (y1, y2) and (z1, z2) be as above, and note
then that

(y1, y2) = γ−1(x1, x2) =
(
x1(x

∗
1x1 + 111n)

−1/2x2, (x
∗
1x1 + 111n)

−1/2x2

)
,

(z1, z2) = ρ−1(x1, x2) =
(
x2(x1x

∗
1 + 111n)

−1/2x1, x2(x1x
∗
1 + 111n)

−1/2
)
.

Thus,

y∗1y1 + y∗2y2 = x∗2(x
∗
1x1 + 111n)

−1/2(x∗1x1 + 111n)(x
∗
1x1 + 111n)

−1/2x2 = x∗2x2,

and

z1z
∗
1 + z2z

∗
2 = x2(x1x

∗
1 + 111n)

−1/2(x1x
∗
1 + 111n)(x1x

∗
1 + 111n)

−1/2x∗2 = x2x
∗
2.

Therefore,

Trn(y
∗
1y1 + y∗2y2) = Trn(z1z

∗
1 + z2z

∗
2) = Trn(z

∗
1z1 + z∗2z2),

which proves (ii). �

2.3 Lemma. Let Y1, Y2 be independent random matrices in GRM(n, n, σ2), and put

N = {ω ∈ Ω | Y2(ω) /∈ GL(n, C )}.

Define then the random matrices Z1, Z2 by:

(Z1(ω), Z2(ω)) =

{
ϕ(Y1(ω), Y2(ω)), if ω ∈ Ω \N,

(0, 0), if ω ∈ N,

where ϕ = ρ−1 ◦ γ as in Lemma 2.2. Then Z1, Z2 are independent random matrices in
GRM(n, n, σ2), and

Z2(ω)Y1(ω) = Z1(ω)Y2(ω), for all ω in Ω.

Proof. We note first that N is a null-set in Ω. This follows from the facts that the set
{A ∈Mn(C ) | det(A) = 0} is a null-set w.r.t. Lebesgue measure on Mn(C ) (' R2n2

), and
that the distribution of (the entries of) Y2 has density w.r.t. Lebesgue measure.

Note next, that it follows from the definition of the class GRM(n, n, σ2) given in the
introduction, that the joint distribution of the pair (Y1, Y2) has the following density
w.r.t. Lebesgue measure on Mn(C ) ×Mn(C ):

f(y1, y2) = (πσ2)−2n2

exp
(
− 1

σ2 Trn(y
∗
1y1 + y∗2y2)

)
, (y1, y2 ∈Mn(C )).
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Since ϕ is a bijection of Mn(C )×GL(n, C ) onto itself with Jacobi-determinant equal to 1
(cf. Lemma 2.2), the joint density of (Z1, Z2) is (except for a Lebesgue null-set) given by:

g(z1, z2) = f(ϕ−1(z1, z2)), ((z1, z2) ∈Mn(C ) ×GL(n, C )).

If we put (y1, y2) = ϕ−1(z1, z2), then by Lemma 2.2,

Trn(y
∗
1y1 + y∗2y2) = Trn(z

∗
1z1 + z∗2z2).

Thus, the joint density of (Z1, Z2) is given by:

g(z1, z2) = (πσ2)−2n2

exp
(
− 1

σ2 Trn(z
∗
1z1 + z∗2z2)

)
, (z1, z2 ∈Mn(C )),

and this implies that Z1, Z2 are independent random matrices in GRM(n, n, σ2).

For ω in Ω \N , it follows from Lemma 2.2 that

Y1(ω)Y2(ω)−1 = Z2(ω)−1Z1(ω).

Hence we have that

Z2(ω)Y1(ω) = Z1(ω)Y2(ω), (ω ∈ Ω \N),

and the same identity holds trivially for ω in N . �

2.4 Corollary. Let Y1, Y2 be independent random matrices in GRM(n, n, σ2). Then there
exist random matrices Z1, Z2 satisfying the following three conditions:

(i) Z1, Z2 are independent random matrices in GRM(n, n, σ2).

(ii) The entries of Z1 and Z2 are Borel functions (in 2n2 complex variables) of the entries
of Y1 and Y2.

(iii) Z1Y
t

1 + Z2Y
t

2 = 0.

Proof. Note first that (Y t
1 , Y t

2 ) is also a pair of independent random matrices in the class
GRM(n, n, σ2). Let (Z0

1 , Z
0
2 ) be the pair of random matrices obtained by application of

Lemma 2.3 to (Y t
1 , Y t

2 ). Then Z0
1 , Z

0
2 are independent random matrices in GRM(n, n, σ2),

whose entries are Borel functions of the entries of Y1 and Y2, and furthermore:

Z0
2Y

t
1 − Z0

1Y
t

2 = 0.

Thus, the pair (Z1, Z2) = (Z0
2 ,−Z0

1 ) satisfies all the requirements. �
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3 Violation of Lower Bound in A(r, c)

Let n be a positive integer, and consider the standard basis {ξ(n)
1 , . . . , ξ

(n)
n } for C n . In the

following we shall denote by ηn the unit vector in C
n ⊗ C

n defined as follows:

ηn = n−1/2
n∑
j=1

ξ
(n)
j ⊗ ξ

(n)
j .

3.1 Lemma. Let q be a positive integer, and let a1, . . . , aq, b1, . . . , bq be matrices in
Mn(C ) satisfying that

∑q
i=1 aib

t
i = 0 ∈Mn(C ). Then

∑q
i=1(ai ⊗ bi)ηn = 0.

Proof. For any k, l in {1, 2, . . . , n}, we have

〈( q∑
i=1

(ai ⊗ bi)ηn

)
, ξ

(n)
k ⊗ ξ

(n)
l

〉
=

q∑
i=1

〈
(ai ⊗ bi)ηn, ξ

(n)
k ⊗ ξ

(n)
l

〉
= n−1/2

q∑
i=1

n∑
j=1

〈aiξ(n)
j , ξ

(n)
k 〉 · 〈biξ

(n)
j , ξ

(n)
l 〉

= n−1/2

q∑
i=1

n∑
j=1

(ai)kj(bi)lj = n−1/2

q∑
i=1

(aib
t
i)kl

= n−1/2

( q∑
i=1

aib
t
i

)
kl

= 0.

Since the set {ξ(n)
k ⊗ ξ

(n)
l | k, l = 1, 2, . . . , n} is a basis for C n ⊗ C n , the calculation above

shows that
∑q

i=1(ai ⊗ bi)ηn = 0. �

In the following we consider for q in N the Cuntz algebra Oq, i.e., the unital C∗-algebra
generated by elements s1, . . . , sq satisfying the conditions:

s∗i sj = δi,j111 (i, j = 1, 2, . . . , q), and

q∑
i=1

sis
∗
i = 111.

We shall consider Oq as acting on a Hilbert space Hq.

3.2 Lemma. Let r be an even positive integer and put q = p
2
. Consider further, for each

n in N, independent random matrices Y
(n)

1 , . . . , Y
(n)
r in GRM(n, n, 1

n
). Then, for each n,

there exist random operators b
(n)
1 , . . . , b

(n)
r : Ω → Oq ⊗Mn(C ), such that the following

conditions hold for almost all ω in Ω:

(i) For any vector ζ in Hq,
(∑r

i=1 b
(n)
i (ω)⊗ Y

(n)
i (ω)

)
(ζ ⊗ ηn) = 0, for all n in N .

(ii) For any positive ε,
∑r

i=1 b
(n)
i (ω)∗b

(n)
i (ω) ≥ ((

√
r−1)2−ε)111Oq⊗Mn(C ) , for n sufficiently

large.
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(iii) For any positive ε,
∑r

i=1 b
(n)
i (ω)b

(n)
i (ω)∗ ≤ ((

√
2+1)2 +ε)111Oq⊗Mn(C ) , for n sufficiently

large.

Proof. For n in N and j in {1, 2, . . . , q}, let Z
(n)
2j−1, Z

(n)
2j be the independent random

matrices obtained by application of Corollary 2.4 to the random matrices Y
(n)

2j−1, Y
(2n)

2j .

Since the entries of Z
(n)
2j−1, Z

(n)
2j are Borel functions of the entries of Y

(n)
2j−1, Y

(n)
2j , it follows

that Z
(n)
1 , Z

(n)
2 , . . . , Z

(n)
r are r independent random matrices in GRM(n, n, 1

n
). Moreover,

for each j,

Z(n)
2j−1

(
Y (n)

2j−1

)t
+ Z(n)

2j

(
Y (n)

2j

)t
= 0. (3.1)

Consider next the Cuntz algebra Oq, and let s1, s2, . . . , sq denote the canonical generators

of Oq. Then consider the random operators b
(n)
1 , . . . , b

(n)
r : Ω→ Oq ⊗Mn(C ) defined by:

b
(n)
2j−1 = sj ⊗ Z

(n)
2j−1, (j ∈ {1, 2, . . . , q}),

b(n)
2j = sj ⊗ Z(n)

2j , (j ∈ {1, 2, . . . , q}),

or equivalently,

b
(n)
i = s[ i+1

2
] ⊗ Z

(n)
i , (i ∈ {1, 2, . . . , r}).

We show that these random operators satisfy the conditions (i)-(iii).

Regarding (i), note that for any n in N and any vector ζ in the Hilbert space Hq, we have( r∑
i=1

b
(n)
i ⊗ Y

(n)
i

)
(ζ ⊗ ηn) =

( q∑
j=1

sj ⊗
(
Z

(n)
2j−1 ⊗ Y

(n)
2j−1 + Z

(n)
2j ⊗ Y

(n)
2j

))
(ζ ⊗ ηn)

=

q∑
j=1

sjζ ⊗
(
Z

(n)
2j−1 ⊗ Y

(n)
2j−1 + Z

(n)
2j ⊗ Y

(n)
2j

)
ηn.

Note here that by (3.1) and Lemma 3.1, (Z
(n)
2j−1 ⊗ Y

(n)
2j−1 + Z

(n)
2j ⊗ Y

(n)
2j

)
ηn = 0, for each j,

and hence by the above calculation it follows that (i) holds.

Regarding (ii), we have

r∑
i=1

(
b

(n)
i

)∗
b

(n)
i =

r∑
i=1

s∗
[ i+1

2
]
s[ i+1

2
] ⊗
(
Z

(n)
i

)∗
Z

(n)
i =

r∑
i=1

111Oq ⊗
(
Z

(n)
i

)∗
Z

(n)
i

= 111Oq ⊗
r∑
i=1

(
Z

(n)
i

)∗
Z

(n)
i = 111Oq ⊗ T ∗nTn,

(3.2)

where Tn is the random rn× n matrix given by:

Tn =


Z

(n)
1

Z
(n)
2
...

Z
(n)
r

 .
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Note that actually Tn ∈ GRM(rn, n, 1
n
), and hence it follows from the complex version of

Silverstein’s Theorem (cf. [Si] and [HT1, Theorem 7.1(ii)]) that

lim
n→∞

λmin(T
∗
nTn) = (

√
r − 1)2, almost surely,

where λmin(T
∗
nTn) denotes the smallest eigenvalue of T ∗nTn. Hence, for almost all ω in Ω

and any ε in ]0,∞[, there exists nω in N , such that Tn(ω)∗Tn(ω) ≥ ((
√

r − 1)2 − ε)111n,
whenever n ≥ nω. Combining this with (3.2), it follows that (ii) holds.

Turning then to (iii), note that

r∑
i=1

b
(n)
i

(
b

(n)
i

)∗
=

q∑
j=1

sjs
∗
j ⊗

(
Z

(n)
2j−1

(
Z

(n)
2j−1

)∗
+ Z

(n)
2j

(
Z

(n)
2j

)∗)
=

q∑
j=1

sjs
∗
j ⊗

(
R

(n)
j

)∗
R

(n)
j ,

(3.3)

where, for each j,

R
(n)
j =

((
Z

(n)
2j−1

)∗(
Z

(n)
2j

)∗
)
∈ GRM(2n, n, 1

n
).

By the complex version of Geman’s Theorem (cf. [Gem] and [HT1, Theorem 7.1(i)]), it
follows that for each j,

lim
n→∞

∥∥(R(n)
j

)∗
R

(n)
j

∥∥ = (
√

2 + 1)2, almost surely.

Hence, for almost all ω in Ω and any ε in ]0,∞[, there exists nω in N , such that

R
(n)
j (ω)∗R

(n)
j (ω) ≤ ((

√
2 + 1)2 + ε)111n, whenever n ≥ nω.

Combining this with (3.3), it follows that for almost all ω, we have

r∑
i=1

b
(n)
i (ω)b

(n)
i (ω)∗ ≤

q∑
j=1

sjs
∗
j ⊗ ((

√
2 + 1)2 + ε)111n = ((

√
2 + 1)2 + ε) ·

( q∑
j=1

sjs
∗
j

)
⊗ 111n

= ((
√

2 + 1)2 + ε) · 111Oq ⊗ 111n,

whenever n ≥ nω. This verifies (iii). �

3.3 Proposition. Let c be a number in [1,∞[, let r be an even positive integer such
that r ≥ 12c, and put q = r

2
. Consider further, for each n in N , independent random

matrices Y
(n)

1 , . . . , Y
(n)
r in GRM(n, n, 1

n
). Then, for each n, there exist random operators

a
(n)
1 , . . . , a

(n)
r : Ω→ Oq ⊗Mn(C ), such that the following conditions hold for almost all ω:

(i)
∑r

i=1 a(n)
i (ω)∗a(n)

i (ω) = c111Oq⊗Mn(C ) , for n sufficiently large.

11



(ii)
∑r

i=1 a
(n)
i (ω)a

(n)
i (ω)∗ ≤ 111Oq⊗Mn(C ) , for n sufficiently large.

(iii) With Vn =
∑r

i=1 a
(n)
i ⊗ Y

(n)
i , we have 0 ∈ sp(Vn(ω)∗Vn(ω)), for n sufficiently large.

Proof. For each n, let b
(n)
1 , . . . , b

(n)
r : Ω→ Oq⊗Mn(C ) be the random operators described

in Lemma 3.2, and let S denote the sure event in Ω, consisting of those ω for which all
three conditions (i)-(iii) in Lemma 3.2 are satisfied. We note next that

0 <
c((
√

2 + 1)2 + ε)

(
√

r − 1)2 − ε
< 1, (3.4)

for ε sufficiently small in ]0,∞[. Indeed, since r ≥ 2 the first inequality is obviously
fulfilled for sufficiently small ε. Moreover,

(
√

r − 1)2 − ε ≥ (
√

12c−
√

c)2 − ε ≥ c
(
(
√

12− 1)2 − ε
)

> 0,

for ε sufficiently small, so that

c((
√

2 + 1)2 + ε)

(
√

r − 1)2 − ε
≤ (
√

2 + 1)2 + ε

(
√

12− 1)2 − ε
.

Since (
√

2+1)2

(
√

12−1)2 < 1, it follows that the second inequality in (3.4) holds for small enough ε.

Now, fix ε in ]0,∞[ such that (3.4) holds. Then, for each ω in S, choose nω in N such
that each of the conditions in (i)-(iii) of Lemma 3.2 is satisfied whenever n ≥ nω. It is not
hard to see, that nω can be chosen in such a way that the mapping ω 7→ nω is measurable
on S. Then, for each n, we define a

(n)
1 , . . . , a

(n)
r as follows:

a
(n)
i (ω) =


111Oq⊗Mn(C ) , if ω /∈ S,

111Oq⊗Mn(C ) , if ω ∈ S and n < nω,

c1/2b
(n)
i (ω)

(∑r
k=1 b

(n)
k (ω)∗b

(n)
k (ω)

)−1/2
, if ω ∈ S and n ≥ nω.

Note that by Lemma 3.2(ii) and the choice of nω and ε, a
(n)
1 , . . . , a

(n)
r are well-defined.

Moreover, since the mapping ω 7→ nω is measurable, a
(n)
1 , . . . , a

(n)
r are random operators.

Consider now a fixed ω in S. Then, whenever n ≥ nω, we have:

r∑
i=1

a
(n)
i (ω)∗a

(n)
i (ω) = c111Oq⊗Mn(C ) ,

and, by (ii) and (iii) in Lemma 3.2,

r∑
i=1

a(n)
i (ω)a(n)

i (ω)∗ = c
r∑
i=1

b(n)
i (ω)

( r∑
k=1

b(n)
k (ω)∗b(n)

k (ω)
)−1

b(n)
i (ω)∗

≤
( c

(
√

r − 1)2 − ε

)
·

r∑
i=1

b
(n)
i (ω)b

(n)
i (ω)∗

≤
(c((
√

2 + 1)2 + ε)

(
√

r − 1)2 − ε

)
· 111Oq⊗Mn(C )

≤ 111Oq⊗Mn(C ) ,

12



where the last inequality follows from (3.4) and the choice of ε. Thus, the random op-

erators a
(n)
1 , . . . , a

(n)
r satisfy conditions (i) and (ii) in the proposition. Regarding condi-

tion (iii), let ζ be an arbitrary non-zero vector in Hq and consider the vector ζ ⊗ ηn in
Hq ⊗ C

n ⊗ C
n . Then, whenever ω ∈ S and n ≥ nω, the vector

ξ =
[( r∑

k=1

b
(n)
k (ω)∗b

(n)
k (ω)

)1/2

⊗ 111n

]
(ζ ⊗ ηn),

is non-zero too, and at the same time,

(
Vn(ω)

)
ξ =

( r∑
i=1

a
(n)
i (ω)⊗ Y

(n)
i (ω)

)
ξ = c1/2

( r∑
i=1

b
(n)
i (ω)⊗ Y

(n)
i (ω)

)
(ζ ⊗ ηn) = 0,

by Lemma 3.2(i). This implies that 0 ∈ sp(Vn(ω)∗Vn(ω)), whenever ω ∈ S and n ≥ nω,

and thus a
(n)
1 , . . . , a

(n)
r satisfy (iii) too. �

3.4 Definition. Assume that r ∈ N and c ∈ [1,∞[, such that r ≥ c. Then by A(r, c) we
denote the universal unital C∗-algebra generated by r elements a1, a2, . . . , ar satisfying
the relations:

r∑
i=1

a∗i ai = c111 and
r∑
i=1

aia
∗
i ≤ 111. � (3.5)

Note that the condition r ≥ c is necessary and sufficient for the existence of A(r, c).
Indeed, if a1, . . . , ar are bounded operators on a Hilbert spaceH, such that

∑r
i=1 aia

∗
i ≤ 111,

then ‖ai‖2 = ‖aia∗i ‖ ≤ 1 for all i, and hence ‖
∑r

i=1 a∗iai‖ ≤
∑r

i=1 ‖ai‖2 ≤ r. Conversely,
let s1, . . . , sr denote the generators of the Cuntz algebra Or, and put ai =

√
c
r
si, i =

1, 2, . . . , r. Then, if r ≥ c, the operators a1, . . . , ar satisfy condition (3.5).

3.5 Theorem. Let c be a positive number in [1,∞[, and let r be positive integer such
that r ≥ 13c. Consider the universal C∗-algebra A(r, c), and let a1, a2, . . . , ar be the
canonical generators of A(r, c). Consider further, for each n in N , independent random

matrices Y
(n)

1 , . . . , Y
(n)
r in GRM(n, n, 1

n
), and put Sn =

∑r
i=1 ai ⊗ Y

(n)
i . Then for almost

all ω in Ω, we have

0 ∈ sp
(
Sn(ω)∗Sn(ω)

)
, for n sufficiently large. (3.6)

Proof. The proof is divided into two cases:

(i) In this case we assume that r is even. Then, since r ≥ 12c, we may, for each

n in N , consider the random operators a
(n)
1 , . . . , a

(n)
r : Ω → Oq ⊗ Mn(C ) described in

Proposition 3.3 (recall that q = r
2
). Let S be the sure event in Ω, consisting of those

ω for which all three statements (i)-(iii) in Proposition 3.3 are satisfied. We show that
(3.6) is satisfied for all ω in S: Consider a fixed ω in S, and then choose nω in Ω such
that each of the conditions in (i)-(iii) of Proposition 3.3 is satisfied whenever n ≥ nω.
Then, let n be a fixed positive integer, such that n ≥ nω, and consider the operators
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a
(n)
1 (ω), . . . , a

(n)
r (ω) in Oq⊗Mn(C ). Since these operators satisfy the conditions in (i) and

(ii) of Proposition 3.3, it follows by the universal property of A(r, c), that there exists a

∗-homomorphism Φ
(n)
ω : A(r, c)→ Oq ⊗Mn(C ), such that Φ

(n)
ω (ai) = a

(n)
i (ω), for each i in

{1, 2, . . . , r}. Consider then the ∗-homomorphism

Φ(n)
ω ⊗ idn : A(r, c)⊗Mn(C ) → Oq ⊗Mn(C ) ⊗Mn(C ),

where idn is the identity mapping on Mn(C ). Note that

Φ(n)
ω ⊗ idn(Sn(ω)∗Sn(ω)) = Vn(ω)∗Vn(ω),

where Vn =
∑r

i=1 a
(n)
i ⊗ Y

(n)
i . This implies, in particular, that sp(Sn(ω)∗Sn(ω)) ⊇

sp(Vn(ω)∗Vn(ω)), and since 0 ∈ sp(Vn(ω)∗Vn(ω)) (cf. Proposition 3.3(iii)), we have verified
that 0 ∈ sp(Sn(ω)∗Sn(ω)), whenever n ≥ nω. This concludes the proof of case (i).

(ii) In this case we assume that r is odd. Consider then, in addition, the C∗-algebra
A(r−1, c), and let, at this point, g1, . . . , gr−1 denote the canonical generators ofA(r−1, c).
Then consider the operators f1, . . . , fr in A(r − 1, c) defined by

fi =

{
gi, if i ∈ {1, 2, . . . , r − 1},
0, if i = r.

Note that
∑r

i=1 f ∗i fi = c111A(r−1,c) and
∑r

i=1 fif
∗
i ≤ 111A(r−1,c), and hence, by the universal

property of A(r, c), there exists a ∗-homomorphism Φ: A(r, c) → A(r − 1, c), such that
Φ(ai) = fi for all i. Consider then, for each n, the ∗-homomorphism

Φ⊗ idn : A(r, c)⊗Mn(C ) → A(r − 1, c)⊗Mn(C ),

and note that for all ω in Ω,

Φ⊗ idn(Sn(ω)∗Sn(ω)) = Wn(ω)∗Wn(ω),

where Wn =
∑r

i=1 fi ⊗ Y
(n)
i . This implies, in particular, that

sp(Sn(ω)∗Sn(ω)) ⊇ sp(Wn(ω)∗Wn(ω)), for all ω in Ω and all n in N . (3.7)

Note here that

Wn =
r∑
i=1

fi ⊗ Y
(n)
i =

r−1∑
i=1

gi ⊗ Y
(n)
i .

Since g1, . . . , gr−1 are the canonical generators of the C∗-algebra A(r − 1, c), and since
r− 1 ≥ 13c− 1 ≥ 12c, it follows thus from case (i) proved above, that for almost all ω in
Ω, 0 ∈ sp(Wn(ω)∗Wn(ω)) for n sufficiently large. Combining this with (3.7), we get the
desired conclusion in case (ii) too. �
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4 Violation of lower bound in B(r, c)

4.1 Definition. Assume that r ∈ N and c ∈ [1,∞[, such that r ≥ c. Then by B(r, c)
we denote the universal unital C∗-algebra generated by r elements b1, b2, . . . , br satisfying
the relations

r∑
i=1

b∗i bi = c111 and
r∑
i=1

bib
∗
i = 111, (4.1)

provided that these relations can be fulfilled in a C∗-algebra. �

Regarding the existence of B(r, c), the condition r ≥ c is necessary by the same argument
we gave when considering the question of existence for A(r, c). However, this condition
is not sufficient to ensure that B(r, c) exists. In fact, for given r, there are values of c
in ]r − 1, r[ for which B(r, c) does not exist! We shall not prove that assertion here, but
merely verify that B(r, c) is well-defined whenever c ∈ [1, r − 1] ∪ {r}.
If c = r, then the canonical generators s1, . . . , sr of the Cuntz algebra Or satisfy (4.1).
If c = r − 1 then the canonical generators of the Cuntz algebra Or−1 together with 0
form r operators satisfying (4.1). Finally, if c < r − 1, we have r ≥ [c] + 2. From [HT2,
Lemma 8.3] it follows that there exist elements x1, x2, . . . , x[c]+2 of the Cuntz algebra O2,
satisfying that

[c]+2∑
i=1

x∗ixi = c111O2 and

[c]+2∑
i=1

xix
∗
i = 111O2.

Extending then the set {x1, x2, . . . , x[c]+2} by r− [c]−2 copies of 0, we obtain r operators
satisfying (4.1).

We shall need the following lemma.

4.2 Lemma. Let H be a Hilbert space, and let a1, . . . , ar be elements of B(H), such that∑r
i=1 a∗i ai = c111B(H) and

∑r
i=1 aia

∗
i ≤ 111B(H) for some constant c, such that 1 ≤ c ≤ r.

Then there exist a Hilbert space H̃, and elements ã1, . . . , ãr+1 of B(H̃), such that the
following conditions hold:

(i) H̃ ⊇ H.

(ii) ãi|H =

{
ai, if 1 ≤ i ≤ r,

0, if i = r + 1.

(iii)
∑r+1

i=1 ã∗i ãi = c111B(H̃) and
∑r+1

i=1 ãiã
∗
i = 111B(H̃).

Proof. The lemma, as well as its proof, is a slight modification of [HT2, Lemma 8.4].
Let s1, . . . , sr be the canonical generators of the Cuntz algebra Or, acting on the Hilbert
space Hr. Put H̃ = H ⊗Hr ⊗ l2(N) ' l2(N ,H ⊗Hr). Then an operator a in B(H̃) can
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be realized as a an infinite matrix (aij)i,j∈N with entries aij from B(H ⊗ Hr). Next, we
define a sequence of selfadjoint operators (hn)n∈N in B(H) by:

h1 =
r∑
i=1

aia
∗
i and hn+1 = 1

r

(
(c− 1)111B(H) + hn

)
, (n ∈ N).

By the assumptions, 0 ≤ h1 ≤ 111B(H). Moreover, since 1 ≤ c ≤ r, we have ϕ([0, 1]) ⊆ [0, 1],
where ϕ is the map: ϕ(t) = r−1((c− 1) + t), t ∈ R. Hence, by induction, 0 ≤ hn ≤ 111B(H)

for all n in N . Define now operators ã1, . . . , ãr in B(H̃) by the diagonal matrices

ãi =


ai ⊗ 111B(Hr) O√

h2 ⊗ si √
h3 ⊗ si

O . . .

 , i = 1, 2, . . . , r,

and put

ãr+1 =


0

√
111B(H) − h1 ⊗ 111B(Hr) O

0
√

111B(H) − h2 ⊗ 111B(Hr)

0
. . .

O . . .

 ,

so that (ãr+1)ij = 0 whenever j 6= i + 1. Since rhn+1 + (111B(H) − hn) = c111B(H) for all n, it
follows by standard calculations that

r∑
i=1

ã∗i ãi = c111B(H̃) and
r∑
i=1

ãiãi
∗ = 111B(H̃).

Let η1 be a unit vector in Hr and let (ε1, ε2, . . . ) be the standard basis for l2(N). Put

ιH(ξ) = ξ ⊗ η1 ⊗ ε1, (ξ ∈ H).

Then ιH : H → H̃ is an isometry, and

ãiιH =

{
ιHai, if i ∈ {1, 2, . . . , r},
0, if i = r + 1.

Thus, if we identify H by ιH(H) ⊆ H̃, via the isometry ιH, the conditions (i), (ii) and (iii)
are satisfied. �

4.3 Lemma. Let c be a real number in [1,∞[ and let r be a positive integer such that
r ≥ c. Consider the universal C∗-algebra A(r, c), and assume that A(r, c) acts on the
Hilbert space H.

Then, there exists a completely positive map Ψ: B(r + 1, c)→ B(H), satisfying that

Ψ(b∗i bj) =

{
a∗i aj, if max{i, j} ≤ r,

0, if max{i, j} = r + 1,
(4.2)

where b1, . . . , br+1 are the canonical generators of B(r + 1, c), and a1, . . . , ar are the
canonical generators of A(r, c).
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Note before the proof, that c ≤ (r + 1) − 1, and hence it follows from the discussion
proceeding Definition 4.1 that B(r + 1, c) is well-defined.

Proof of Lemma 4.3. By application of Lemma 4.2 to the operators a1, . . . , ar ∈ A(r, c) ⊆
B(H), it follows that there exist a Hilbert space H̃ and operators ã1, . . . , ãr+1 in B(H̃),
such that the conditions (i)-(iii) in Lemma 4.2 are satisfied. In particular,

r+1∑
i=1

ã∗i ãi = c111B(H̃) and
r+1∑
i=1

ãiã
∗
i = 111B(H̃),

and hence by the universal property of B(r + 1, c), there exists a ∗-homomorphism
Φ: B(r + 1, c)→ B(H̃), such that Φ(bi) = ãi for all i in {1, 2, . . . , r + 1}.
Next, let PH : H̃ → H denote the orthogonal projection of H̃ onto H, and define the
mapping Ψ: B(r + 1, c)→ B(H) by:

Ψ(b) = PHΦ(b)|H, (b ∈ B(r + 1, c)).

Then Ψ is a unital completely positive mapping, and for any i, j in {1, 2, . . . , r + 1},

Ψ(b∗i bj) = PHΦ(bi)
∗Φ(bj)|H = PHã∗i ãj |H.

Now, if i, j ∈ {1, 2, . . . , r}, then by (ii) in Lemma 4.2, Ψ(b∗i bj) = PHã∗i ãj |H = a∗i aj . If

j = r + 1, we get similarly that Ψ(b∗i bj) = 0 by (ii) in Lemma 4.2. Finally, if i = r + 1
then PHãi

∗ = 0 by (ii) in Lemma 4.2, and hence also Ψ(b∗i bj) = PHã∗i ãj |H = 0.

Altogether, we have verified that Ψ has the desired properties. �

4.4 Theorem. Let c be a real number in [1,∞[ and let s be a positive integer such that
s ≥ 14c. Consider the universal C∗-algebra B(s, c), and let b1, b2, . . . , bs be the canonical

generators. Consider further, for each n in N , independent random matrices Y
(n)

1 , . . . , Y
(n)
s

in GRM(n, n, 1
n
), and define: Tn =

∑s
i=1 bi ⊗ Y

(n)
i . Then for almost all ω in Ω, we have

0 ∈ sp
(
Tn(ω)∗Tn(ω)

)
, for n sufficiently large. (4.3)

Proof. Put r = s − 1, and note that r ≥ 14c − 1 ≥ 13c. Consider then the universal
C∗-algebra A(r, c), and assume that A(r, c) acts on the Hilbert space H. Let, as usual,
a1, a2, . . . , ar, denote the canonical generators of A(r, c), and define, for each n, Sn =∑r

i=1 ai⊗Y
(n)
i , where Y

(n)
1 , . . . , Y

(n)
r are the first r of the random matrices Y

(n)
1 , . . . , Y

(n)
s

set out in the theorem. It follows then from Theorem 3.5 that for almost all ω in Ω,

0 ∈ sp
(
Sn(ω)∗Sn(ω)

)
, for n sufficiently large. (4.4)

By Lemma 4.3, there exists a unital completely positive mapping Ψ: B(s, c) → B(H),
such that

Ψ(b∗i bj) =

{
a∗i aj , if max{i, j} ≤ r,

0, if max{i, j} = r + 1.
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Consider then, for each n in N , the unital positive linear mapping

Ψ⊗ idn : B(s, c)⊗Mn(C ) → B(H)⊗Mn(C ),

and note that

Ψ⊗ idn(T
∗
nTn) = Ψ⊗ idn

( s∑
i,j=1

b∗i bj ⊗ (Y
(n)
i )∗Y

(n)
j

)
=

r∑
i,j=1

a∗i aj ⊗ (Y (n)
i )∗Y (n)

j = S∗nSn.

(4.5)

This implies, that for any n in N and any ω in Ω, we have:

0 ∈ sp
(
Sn(ω)∗Sn(ω)

)
=⇒ 0 ∈ sp

(
Tn(ω)∗Tn(ω)

)
. (4.6)

Indeed, if ω ∈ Ω and n ∈ N such that 0 /∈ sp(Tn(ω)∗Tn(ω)), then Tn(ω)∗Tn(ω) ≥
ε111B(s,c)⊗Mn(C ) for some strictly positive number ε. By (4.5), and since Ψ ⊗ idn is uni-
tal and positive, this implies that Sn(ω)∗Sn(ω) ≥ ε111B(H)⊗Mn(C ) , which, in turn, implies
that 0 /∈ sp(Sn(ω)∗Sn(ω)).

Combining then (4.6) with (4.4), it follows immediately that (4.3) holds for almost all ω
in Ω. �

4.5 Remark. The method of proof used above can also be used to show, that the upper
bound in Theorem 1.2 is violated for the generators b1, . . . , bs of B(s, c), when s ≥ 8c:

Assume that c ≥ 1 and s ≥ c + 1. Let q be the unique integer for which c ≤ q < c + 1,
and put r = s− q ≥ 1. Consider then the full C∗-algebra C∗(Fr ) of the free group Fr on
r generators, and assume that C∗(Fr ) acts on the Hilbert space H. Put ai = r−1/2ui, i =
1, . . . , r, where u1, . . . , ur are the unitary generators of C∗(Fr ). Moreover, let s1, . . . , sq
be the generators of the Cuntz algebra Oq acting on the Hilbert space Hq. Define then a
sequence of real numbers (γi)i∈N by the equations:

γ1 = 1 and γi+1 = 1
q
(q − c + γi), (i ∈ N).

Since 1 ≤ c ≤ q, we get by induction, that γi ∈ [0, 1] for all i in N . Put H̃ = H⊗Hq⊗l2(N),
and consider the operators ã1, . . . , ãs in B(H̃) defined by:

ãi =


ai ⊗ 111B(Hq) O√

γ2ai ⊗ 111B(Hq) √
γ3ai ⊗ 111B(Hq)

O . . .

 ,

for i = 1, 2, . . . , r and

ãr+j =


0 O√

1− γ2111B(H) ⊗ sj 0√
1− γ3111B(H) ⊗ sj 0

√
1− γ4111B(H) ⊗ sj

. . .

O . . .

 ,
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for j = 1, 2, . . . , q. Then it is elementary to check that

s∑
i=1

ã∗i ãi = c111B(H̃) and
s∑
i=1

ãiã
∗
i = 111B(H̃).

Moreover, with the embedding of H in H̃ = H ⊗ Hq ⊗ l2(N) defined in the proof of
Lemma 4.2, one has

ãi
∗
|H =

{
a∗i , if 1 ≤ i ≤ r,

0, if r + 1 ≤ i ≤ s.

Thus, as in the proof of Lemma 4.3, there exists a completely positive map Φ: B(s, c)→
B(H), such that

Φ(bib
∗
j) =

{
aia
∗
j , if max{i, j} ≤ r,

0, if max{i, j} > r.

This, together with the identity ‖tt∗‖ = ‖t‖2 for operators t on a Hilbert space, gives:

∥∥∥ s∑
i=1

bi ⊗ Y
(n)
i

∥∥∥2

≥
∥∥∥ r∑
i=1

ai ⊗ Y
(n)
i

∥∥∥2

,

for all n in N . Hence, it follows from [HT2, Proposition 4.9] that

lim inf
n→∞

∥∥∥ s∑
i=1

bi ⊗ Y (n)
i

∥∥∥2

≥
(

8
3π

)2
r ≥

(
8

3π

)2
(s− c− 1),

almost surely. Thus, whenever s ≥ 8c, we have

lim inf
n→∞

∥∥∥ s∑
i=1

bi ⊗ Y
(n)
i

∥∥∥2

≥
(

8
3π

)2
6c > 4c ≥ (

√
c + 1)2,

almost surely, which proves the assertion. �
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