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Summary: Recall that a probability measure� on the real line with finite
moments of all orders is called determinate if� = � for any probability
measure� with the same moments as� . There are three classical criteria for
determinacy due to O. Perron, M. Riesz and T. Carleman. The Perron condition
states that the Laplace transform of� is finite in an open interval around0
and it is the most commonly criteria used in probability theory. However, the
Riesz and Carleman conditions are weaker than the Perron condition but difficult
to apply due to the fact that they require precise estimates of the moments. The
objective of this paper is to provide equivalent forms of the Riesz and Carleman
conditions which are easier to apply. In particular, I shall show that each of
the two conditions are equivalent to integrability of at least one function in a
specified class of functions.

1. Introduction If (T;B; �) is a measure space, we letLq(�) denote the
usualLq-space with its usualLq-norm jj � jjq whenever 0 � q � 1 (see [8; (3.22)
p.184–188]). If f : T ! [0;1] is a non-negative function, we letf � d� denote the
measure given byB

R
B
f d� for B 2 B and if (S;A) is a measurable space

and � : T ! S is a�-measurable function, we let��(A) := ��(��1(A)) for A 2 A
denotethe image measure. If t 2 T is a given point, we let�t(B) := 1B(t) denote
the Dirac measureat t . Recall that � is discreteif and only if � =

P
1

n=1 pn �tn
for some and some sequences(tn) � T and (pn) � [0;1) .

Let Pr(R) denote the set of all Borel probability measures on the real lineR .
If � 2 Pr(R) , we let M�(q) :=

R
R
jxjq �(dx) denote itsabsolute moment function

for all q > 0 and we let 1 denote the set of all probability measures withfinite
moment of all orders, that is, the set of� � 2 Pr(R) satisfying M�(q) <1 for all
q > 0. If � 2 1 , we let �[n] :=

R
R
xn �(dx) denotethe momentsof � for all

n = 1; 2; . . . and we say that� is determinateif � = � for any probability measure
� 2 1 satisfying �[n] = �[n] for all n 2 N .

Recall thatthe Hamburger moment problemis the problem of finding necessary
and/or sufficient conditions for determinacy of a given probability measure� 2 1 .
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Let D denote the set of all determinate probability measures� 2 1 . Then we
have the following classical sufficient condition for determinacy (see [7]):

(P) lim sup
n!1

�
M�(2n)
(2n)!

� 1

2n

< 1 ) � 2 D (O. Perron)

(R) lim inf
n!1

�
M�(n)
n!

� 1

n

< 1 ) � 2 D (M. Riesz)

(C)
1P
n=1

M�(2n)
�

1

2n = 1 ) � 2 D (T. Carleman)

Let P , R and C denote the set of all probability measures� 2 Pr(R)
satisfying the conditions (P), (R) and (C), respectively, and letbd denote the set
of all probability measures� 2 Pr(R) with bounded support. Evidently, we have

P � R and sinceM�(q)
1=q is increasing on(0;1) , it follows easily that we have

R � C . So by Carleman’s theorem (see [5]) we have the following inclusions:

(1.1) bd � P � R � C � D � 1

Let denote the of polynomials in the real variablex with real coefficients. Then
� Lq(�) for all � 2 1 and all 0 � q <1 and we let Lq denote the set all

� 2 1 for which is dense in (Lq(�); jj � jjq) . Evidently, we have

(1.2) Lq � Lr � L0 = 1 8 0 � r � q < 1

and since 1

2
ejxj � cosh x � ejxj for all x 2 R , we have the following equivalent

form of the Perron condition (P):

(1.3) � 2 P if and only if e�jxj 2 L1(�) for some � > 0

The latter fact means that the Perron condition is easy to verify and it is the most
commonly used criterion for determinacy used in probability theory. However, the Riesz
and Carleman conditions are weaker than the Perron condition but they are difficult to
apply to special cases. The objective of this paper is to provide equivalent forms of the
Riesz and Carleman conditions which are easier to apply. In particular, I shall show
that each of the two conditions are equivalent to a certain integrability condition of
the form (1.3).

More precisely, letB
+
(R) denote the set of all Borel functionsw : R! [0;1] .

If w 2 B
+
(R) is a given function, we letPrw denote the set of all probability

measures� 2 Pr(R) satisfying w 2 L1(�) , and if � Pr(R) is a given set of
probability measures, we say thatw is a test functionfor if Prw � ; that is, if
� 2 Pr(R) and

R
R
w d� < 1 implies � 2 . Let � Prw and W � B

+
(R)

be given sets. Then we let � denote the set of all test functions for ; that is,

• � := fw 2 B+(R) j Prw � g

2



and we say thatW is acomplete set of test functionsfor if � 2 ,
R
R
w d� <1

for some w 2 W . Note, that we have

(1.4) W is a complete set of test functions for if and only if W � � and
W \ L1(�) 6= ; for all � 2 and if so, then � is a complete set of
test functions for

Hence, if admits a complete set of test functions, then� is the maximal
complete set of test functions forP .

Note that (1.3) states thatBP := fe�jxj j � > 0g is a complete set of test functions
for P and the objective of this paper can now be restated as follows: Find decent
complete set of test functions for the setsR and C and characterize the sets of
all test function for P , R and C . Of course there exists sets of probability
measures which donot admit any complete set of test functions; for instance, the set

D . In [2] it shown that there exists a probability measure� 2 1 n D of
the form � =

P
n�0 pn �xn where x0 = 0 < x1 < x2 < � � � and such that the

probability measures�k :=
1

1�pk

P
n6=k pn �xn belong to D for all k � 0 . Since

L1(�) = L1(�k) , we see that D doesnot admit any complete set of test functions.
However, in Section 3 I shall show that a large class of sets of probability measures
(including bd , P , R , C and 1 ) do admit a complete set of test functions.

Let me at this point recall the following cardinal results from the current state of
the moment problem:

Theorem 1.1: (Riesz & Krein & Berg; see [14], [9], [2], [4] and [1]) Let � be a
given Borel probability measure onR . If 1

c
:=

R
R

1

1+x2
�(dx) and f := d�

d� denotes
the Radon-Nikodym derivative of� with respect to the Lebesgue measure� , then
we have

(1) � 2 D ) c
1+x2 � d� 2 D , � 2 L2 )

Z
1

�1

log� f(x)
1+x2 dx =1

(2) C � Lq � D � Lr � 1 8 0 � r � 2 < q < 1

(3) If � is non-discrete, then� 2 D if and only if � 2 L2

where log� x := � log (x ^ 1) for all x � 0 with the convention log� 0 := 1 .
The last condition in (1) goes under name Krein’s condition.

2. Log-convex functions their dual functions Let I � R be a given
interval and let f : I ! [0;1] be a non-negative function. Then we letD(f) :=
fx 2 I j f(x) < 1g denotethe domainof f . Recall that f is log-convexif
f(� x + (1 � �) y) � f(x)� f(y)1�� for all x; y 2 I and all 0 < � < 1 or
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equivalently, if log f is convex, where we use the following conventions:

0 � 1 = a
1

= 0

a := 0 ; a0 := 1 8 0 � a � 1 ; log 0 := �1 ; log 1 := 1

1� := 1 8 0 < � <1 ; 1� := 0 8 �1 < � < 0 ; e�1 := 0 ; e1 := 1

and we define log+ x := log (x _ 1) for all x 2 �R . If I � (0;1) , we say
that f is log-exp-convexif f(x� y1��) � f(x)� f(y)1�� for all x; y 2 I and
all 0 < � < 1 or equivalently if the function y f(ey) is log-convex on the
interval J := fy 2 R j ey 2 Ig . Since ex is increasing and convex, we see that any
log-convex function f : I ! [0;1] is log-exp-convex onI \ (0;1) .

We let M denote the set all lower semicontinuous, log-convex functionsM :
(0;1) ! [0;1] such that q M(q)1=q is increasing on (0;1) . Since x� is
concave on [0;1) if 0 � � � 1 and convex on [0;1) if � � 1 , it follows
easily that we have

(2.1) An arbitrary supremum of log-convex (resp. log-exp-convex) functions is
log-convex (resp. log-exp-convex) and iff1; f2; . . . ; fn : I ! [0;1] are
log-convex (resp. log-exp-convex) functions and�1; . . . ; �n � 0 are given
numbers, then the functions

Pn
i=1 �i fi(x) and

Qn
i=1 fi(x)

�i are log-convex
(resp. log-exp-convex)

(2.2) If f is log-convex or log-exp-convex, thenD(f) is an interval and if
f(x0) = 0 for some x0 2 I , then f(x) = 0 for all x in the interior of I

(2.3) An arbitrary supremum of functions belonging toM belongs to M and if
M1;M2; . . . ;Mn 2 M and �1; �1 . . . ; �n; �n � 0 are given non-negative
numbers such that�1 + � � � + �n � 1 , then the functions

Pn
i=1 �iMi(x)

and
Qn

i=1 Mi(x)
�i belong to M

If � 2 Pr(R) , we let R�(s) := �(x 2 R j jxj � s) denotethe tail distributionof
� for all s � 0 and we let ��(s) := R�(jsj)

�1 denotethe inverse tail distribution
of � for all s 2 R . Then we have

(2.4) �� : R ! [0;1] is an even function such that�� is increasing and left
continuous on(0;1] with ��(0) = 1 and limx!1 ��(x) =1 . Conversely,
if � : R ! [1;1] is an given even function such that� is increasing and
left continuous on (0;1) with limx!1 ��(x) = 1 , then exists a unique
probability measure� 2 Pr(R) satisfying �([0;1)) = 1 and ��(x) = �(jxj)
for all x 6= 0

and if M�(q) denote the absolute moment function of� for q > 0 , it is well-known
(and an easy consequence of Hölder’s inequality) thatM� 2 M .

Let w : R ! [0;1] be a given function. Then we letw�(x) := w(x) ^ w(�x)
denotethe even envelopeof w . Note that w� is the largest even function onR
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dominated by w . We let w� : R ! [0;1] denotethe log-exp-convex envelopeof
w� _ 1 ; that is:

(2.5) w�(0) := w(0) _ 1 ; w�(x) := supf f(jxj) j f 2 Lwg 8 x 6= 0

where Lw denotes the set of all log-convex functionsf : (0;1)! [0;1] satisfying
f(x) � w�(x) _ 1 for all x > 0 . We let bw : (0;1) ! [0;1] denotethe first
log-dual functionof w _ 1 , and we let w? : R ! R denotethe second log-dual
function of w _ 1 ; that is:

(2.6) bw(q) := sup
y2R

jyjq

w(y)_1 8 q > 0 and w?(x) := sup
q>0

jxjq

bw(q)
8 x 2 R

We let rw : R ! [0;1] denotethe log-derivateof w� _ 1 ; that is:

(2.7) rw(x) := inf
t>ex

log+ w�(t)
log t�x

8 x 2 R

Lemma 2.1: Let � 2 Pr(R) be a given probability measure and letw : R! [0;1]
be a non-negative Borel function. Then we have

(1) jxjq � ��(x)M�(q) and b��(q) � M�(q) 8 x 2 R 8 q > 0

(2)
Z
R

��(x)
�
�(dx) � 1

1��
8 0 < � < 1

(3) M�(q) � bw(q)

Z
R

w?(x)�(dx) 8 q > 0

Proof: (1): Let x 2 R and q > 0 be given. By Markov’s inequality, we have
R�(jxj) � jxj�qM�(q) and since ��(x) � 1 , we see that (1) follows from the
definition of b�� .

(2): Let 0 < � < 1 be given, let ~� denote the image measure of� under
the function x jxj and let F (x) := ~�(�1; x] denote the distribution function
of ~� . Since R�(x) = 1 � F (x�) for all x � 0 and ~�(R+) = 1 , we haveR
R
��(x)

� �(dx) =
R
R

(1� F (t�))�� ~�(dx) and since t (1� t)�� is increasing
on [0; 1] , we see that (2) follows from [8; (3.29.6) p.205].

(3): Since bw(q)w?(x) � jxjq , we see that (3) holds.

Lemma 2.2: Let w : R! [0;1] and v : R! [0;1] be non-negative functions. If
Dw denote the set of all(�; �) 2 R2 satisfying � > 0 , � > 0 and � x� � w�(x)_1
for all x > 0 , then we have

(1) bw 2 M and w? and w� are even functions such thatw� is log-exp-convex
on (0;1) and w? is increasing, log-exp-convex and left continuous on(0;1)
with w?(0) = 0
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(2) w?(x) = sup(�;�)2Dw � jxj� 8 x 2 R ( sup ; := 0)

(3) w?(x) _ 1 � w�(x) � w�(x) _ 1 � w(x) _ 1 8 x 2 R

(4) rw is an increasing, upper semicontinuous and right continuous function from
R into [0;1] and if x 2 R and y > 0 are given numbers, then we have

(a) rw(x) � y , x � 1
y log bw(y) , bw(y)1=y � ex

(5) If a 2 R is a given number satisfyingw?(x) � v�(x) _ 1 � w(x) _ 1 for all
jxj > a , then we have

(a) rw(x) = rv(x) 8 x � a

(b) bv(y)1=y _ ea = bw(y)1=y _ ea 8 y > 0

(6) rw(x) = rw?(x) = rw�(x) 8 x 2 R ; bw(q) = cw?(q) = cw�(q) 8 q > 0

(7) w��(x) = w�(x) and w??(x) = w?(x) 8 x 2 R

(8) lim sup
jxj!1

w�(x) = 1 ) 9 c > 0 so that w�(x) � c w?(x) 8 jxj � c

Proof: (1): Since q jyjq belong to M for all y 2 R and x �jxjq

is continuous on R n f0g and increasing and log-exp-convex on(0;1) for all
0 < q < 1 and all 0 � � � 1 , we see that (1) follows from (2.1) and (2.3).

(2): Let �(x) denote the supremum on the left hand side of (2). IfDw = ; , then
�(x) = 0 by convention and by the definition ofbw we see that bw(q) = 1 for all
q > 0 ; that is, w?(x) = 0 = �(x) for all x 2 R . So suppose thatDw 6= ; and let
(�; �) 2 Dw be given. Sincew� is even andw� � w , we have �jyj� � w(y) _ 1
for all y 2 R . Hence, we see thatbw(�) � 1

�
and so we have�jxj� � jxj� bw(�)�1

for all x 2 R . Thus, we see that�(x) � w?(x) for all x 2 R . Let x 2 R be
given. If w?(x) = 0 , then we have�(x) = w?(x) . So suppose thatw?(x) > 0
and let 0 < 
 < w?w(x) be given. Sincew?(0) = 0 < w?(x) , we have x 6= 0
and there existsq > 0 such that jxjq > 
 bw(q) . Hence, by the definition of bw ,
we have 
 jxj�q yq � w(y) _ 1 for all y > 0 ; that is, (q; 
 jxj�q) 2 Dw and so
we have �(x) � 
 jxj�q jxjq = 
 . Letting 
 " w?(x) , we see that�(x) � w?(x)
which completes the proof of (2).

(3): By the definition of w� , we have w� � w� _ 1 � w _ 1 and by (2), we see
that w? _ 1 � w� _ 1 . Since w? _ 1 is even onR and log-exp-convex on[0;1)
with w?(0) = 0 , we have w? _ 1 � w� .

(4+5): Let t > 0 be given and let us defineht(x) :=
log+ w�(t)
log t�x for x < log t

and ht(x) :=1 for x � log t . Then ht : R! [0;1] is an increasing continuous
function for all t > 0 such thatrw(x) = inft>0 ht(x) for all x 2 R . Hence, we see
that rw is an increasing, upper semicontinuous function fromR into [0;1] and
consequently right continuous. Letx 2 R and y > 0 be given. Sincelog+ w� � 0
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and ty e�xy � 1 for all 0 < t � ex , we have

x � 1

y
log bw(y) , exy � t

y

w�(t)_1
8 t > 0 , w�(t) _ 1 � ty e�xy 8 t > 0

, w�(t) � ty e�xy 8 t > ex ,
log+ w�(t)
log t�x

� y 8 t > ex , rw(x) � y

which proves (4.a) and by (2) we have

rw(x) � y , w�(t) _ 1 � ty e�xy 8 t > 0 , (y; e�xy) 2 Dw

, w?(t) � ty e�xy 8 t > 0 , rw?(x) � y

Hence, we see thatrw = rw? and since w?(x) � v�(x) _ 1 � w�(x) _ 1 for all
x > a , we see thatrw(x) = rw?(x) � rv(x) for all x � a . Thus, we see that
(5.a) holds and (5.b) follows easily from (4.a) and (5.a).

(6) is an immediate consequence of (3) and (5). The first equality in (7) follows
from (1) and the second equality in (7) follows from (6).

(8): By (1) and (2.2), we have thatJ := fx > 0 j w�(x) < 1g is an interval.
Suppose thatJ is bounded. Then there existsc > 0 such that w�(x) = 1 for all
x � c . Hence, we havew(x) = 1 for all jxj � c and so we have bw(q) � cq

and jxjq bw(q)�1 � c�q jxjq for all q > 0 and all x 2 R . Hence, we see that
w?(x) = 1 for all jxj > c ; that is (8) holds. Suppose thatJ is unbounded and let
us define f(s) := log w�(es) for all s 2 R . Since w� is log-exp-convex andJ
is an unbounded interval, then by (3) there existsb 2 R such that f is finite and
non-negative and convex on(b;1) . Let f 0(s) denote the right hand derivative off
for all s > b . Then f 0 is increasing on(b;1) and since lim supx!1w�(x) =1 ,
there exists c > b such that f(c) > 0 and f 0(c) > 0 . Let y � ec be given
and let us definet := log y and � := f 0(t) . Since t > c , we have � > 0 and
since f is finite and convex on (b;1) , we have f(s) � � (s � t) + f(t) for
all s > b , In particular, we havef(c) � � (c � t) + f(t) and since f � 0 on
R , we have f(s) � � (s � t) + f(t) � f(c) for all s 2 R . Hence, if we define
� := exp(f(t) � f(c) � �t) , then by (3) we have

w�(x) _ 1 � w�(x) = exp(f(log x)) � exp(�(log x� t) + f(t)� f(c)) = � x�

for all x > 0 ; that is, (�; �) 2 Dw and since t = log y , then by (2) we have

w?(y) � � y� = exp(� t + f(t)� f(c)� �t) = e�f(c) w�(y)

for all y > ec which proves (8).

Lemma 2.3: Let w : R ! [0;1] be a non-negative function. Then we have

(1)
Z
1

�

bw(y)�
1

y dy =

Z
1

�1

e�x (rw(x) � �)+ dx 8 � � 0

(2) lim inf
x!1

e�xrw(x) = lim inf
t!1

t bw(t)�1=t
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(3) lim sup
x!1

e�xrw(x) = lim sup
t!1

t bw(t)�1=t

(4) lim inf
x!1

e�xrw(x) > 0 , 9� > 0 so that lim inf
jsj!1

e��jsj w(s) > 0

(5) lim sup
x!1

e�xrw(x) > 0 ) 9� > 0 so that lim sup
s!1

e��sw�(s) > 0

Let a � 0 is a given number and let� : (a;1)! [0;1] is a log-exp convex function
such that �(x) � w�(x) _ 1 for all x > a . Then we have

(6) lim sup
s!1

e��s �(s) > 0 for some � > 0 , then we havelim sup
x!1

e�xrw(x) > 0

(7)
Z 1

�

log+ �(x)
x2 dx = 1 8 � > a )

Z 1

c
e�xrw(x) dx = 1 8 c 2 R

Proof: (1): Let � � 0 be given and let us define�(y) := 1

y log bw(y) for all

y > 0 . Then bw(y)�1=y = e��(y) for all y > 0 and by Lem.2.2.4 and Fubini’s
theorem we haveZ 1

�
e��(y) dy =

Z 1
�

dy

Z 1
�(y)

e�x dx =

Z 1
�1

dx

Z 1
�

e�x 1(0;rw(x)](y) dy

=

Z
1

�1

e�x (rw(x)� �)+ dx

which proves (1).

(2+3): Let x 2 R and y > 0 be given and let us definet := y ex . Since
ex = t

y , then by Lem.2.1.4 we havee�xrw(x) � y if and only if t bw(t)�1=t � y

and since x y ex is continuous, strictly increasing and tends to1 as x ! 1 ,
we see that (2) and (3) hold.

(4): Let us define � := lim infx!1 e�xrw(x) . Suppose that� > 0 and let
0 < 
 < � be given. Then there existsx0 > 0 such that rw(x) � 
 ex for all
x � x0 . Let t > ex0+1 be given. Sincex := log t� 1 > x0 , then by the definition
of rw(x) , we have

log+ w�(t) � 
 ex (log t� x) = 

e t = �t where � := 


e

Hence, we see thatw(s) � e�jsj for all jsj > ex0+1 ; that is, the first condition in (4)
implies the last condition. So suppose that the last condition in (4) holds. Then there
exist positive numbers�; � > 0 such that w(s) � e�jsj for all jsj > � . Since
w�(t) � e�t > 1 for all t > � and t �t

log t�x attains its minimum on (ex;1)

at t = ex+1 , we have

rw(x) = inf
t>ex

log+w�(t)
log t�x � inf

t>ex

�t

log t�x = � ex+1 8 x > log �

and so we see that the last condition in (4) implies the first condition.
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(5): By assumption, there exist positive numbers
 > 0 and 0 < x1 < x2 < � � �
such that xn ! 1 and rw(xn) � 
 exn for all n � 1 . Hence, if we define
tn := exn+1 and � := 


e , then we have

log+ w�(tn) � 
 exn (log tn � xn) = 

e tn = �tn

that is, w�(tn) � e� tn for all n � 1 and since tn ! 1 , we see that the last
condition in (5) holds.

(6): If there exists c > a such that w�(x) = 1 for all x > c , then we have
rw(x) = 1 for all x � c and so we see that (6) holds. So suppose that the set
L := fx > a j w�(x) < 1g is unbounded and let us define (t) := log+ �(et)
for all t > b := log a . Since � _ 1 is log-convex on (a;1) , we have that
 : (b;1) ! [0;1] is a convex function. Hence, we have thatfx > b j  (x) <1g
is an interval and sinceL is unbounded and�(x) � w�(x) _ 1 , there exists c > b

such that 0 �  (x) <1 for all x � c . By assumption, there exist numbers� > 0
and ec < s1 < s2 < � � � such that sn " 1 and �(sn) � e� sn for all n � 1 or
equivalently  (tn) � � etn for all n � 1 . Let us define k1 := 1 and u1 := t1 .
Since � e�u1 �  (u1) <1 and tn " 1 , there exists an integerk2 > k1 such that
� eu1 �  (u1) � � eu2 where u2 := tk1 . Since � e�u2 �  (u2) <1 and tn " 1 ,
there exists an integerk3 > k2 such that � eu2 �  (u2) � � eu3 where u3 := tk3 .
Proceeding like this, we may inductively define a sequence1 = k1 < k2 < k3 < � � � of
integers satisfying� eun �  (un) � � eun+1 for all n � 1 where un := tkn . Since
 is convex and finite on(c;1) , we have that is absolutely continuous on(c;1)
with a.e. derivative 0 where  0(x) denotes the right hand derivative of at x for
all x > c . Since �(x) � w�(x)_ 1 for all x > a , then by convexity of we have

rw(x) = inf
t>ex

log+ w�(t)
log t�x � inf

u>x

 (u)
u�x � inf

u>x

 (u)� (x)
u�x =  0(x) 8 x > c

and since � eun �  (un) � � eun+1 , we have

�

Z
un+1

un

et dt = � eun+1 � � eun �  (un+1)�  (un)

=

Z
un+1

un

 0(t) dt �

Z
un+1

un

rw(t) dt

Hence, there exist numbers�n 2 [un; un+1] such thatrw(�n) � � e�n for all n � 1 .
Since tn " 1 and un = tkn , we see thatun " 1 and since un � �n � un+1 ,
we see that �n " 1 . Thus we see that (6) holds.

(7): Let us defineb := log a and  (t) := log �(et) for all t > a . As in the proof
of (6), it suffices to consider the case where there existsc > b such that (t) <1 for
all t � c . Let 
 > ec be given and let us define� := log 
 . Then � > c > a and
as in the proof of (6), we have that 0(x) � rw(x) for all x > c where  0 denotes
the right hand derivative of . Since  is absolutely continuous on(c;1) with

9



a.e. derivative 0 , then by Fubini’s theorem and the substitutiont = ex , we have
Z
1

�

log+ �(t)
t2 dt =

Z
1



e�x  (x) dx =

 (
)
� +

Z
1



dx

Z x



e�x  0(y) dy

�
 (
)
� +

Z
1



dx

Z x



e�xrw(y) dy =

 (
)
� +

Z
1



dy

Z
1

y
e�xrw(y) dx

=  (
)
� +

Z
1



e�yrw(y) dy

By assumption, we have that the first integral is infinite and since (
) <1 and rw
is increasing, we see that (7) holds.

3. Moment functions and test functions Recall that the set M of
all lower semicontinuous, log-convex functionsM : (0;1) ! [0;1] such that
q M(q)1=q is increasing on (0;1) contains every moment functionM� and
every dual function bw . The following sets of “moment function” and “test functions”
will play a crucial role in the succeeding discussion:

• Lbd :=
n
M 2 M

��� lim sup
q!1

M(q)
1

q <1
o
; Wbd := fw 2 B+(R) j bw 2 Lbdg

• LP :=
n
M 2 M

��� lim sup
q!1

1

q
M(q)

1

q <1
o
; WP := fw 2 B+(R) j bw 2 LPg

• LR :=
n
M 2 M

��� lim inf
q!1

1

q
M(q)

1

q <1
o
; WR := fw 2 B+(R) j bw 2 LRg

• LC :=

�
M 2 M

����
Z
1

1

M(q)�
1

q =1

�
; WC := fw 2 B+(R) j bw 2 LCg

• L1 := fM 2 M jM(q) <1 8 q > 0g ; W1 := fw 2 B+(R) j bw 2 L1g

• WK :=

�
w 2 B+(R)

����
Z
1

�1

log+ w(x)
1+x2 dx = 1

�

• W s

K
:=

�
w 2 B+(R)

����
Z
1

�

log+ w(x)
x2

dx = 1 8� > 0

�

• Wexp :=
n
w 2 B+(R)

��� 9� > 0 so that lim sup
s!1

e
��s

w(s) > 0
o

• W
s
exp :=

n
w 2 B+(R)

��� 9� > 0 so that lim inf
jxj!1

e
��jxj

w(x) > 0
o

In the next section, we shall see that �x = Wx whenever “x” stands for any of the
of the following five symbols: “bd” or “P” or “R” or “C” or “ 1”. Note that we have

(3.1) W
s
exp � Wexp \W

s

K
and WK � W

s

K

10



(3.2) If w is locally integrable or ifw is even onR and increasing on(0;1) ,
then w 2 WK if and only if w 2 W s

K

Let C denotethe complex planeand let F : C ! C be anentire function.
Recall thatF is of finite exponential typeif e��jzj jF (z)j is bounded onC for some
� > 0 , and that F of minimal exponential typeif e��jzj jF (z)j is bounded onC
for all � > 0 (see [10] and [11]). We letE�n denote the set of entire functions of
finite exponential type and we letEmin denote the set of entire functions of minimal
exponential type. Recall thatthe Cartwright class, which I shall denoteCw , is set of all
entire functionsF 2 E�n satisfying f =2 WK where f(x) := jF (x)j for all x 2 R .

Let a0; a1; . . . � 0 be a given sequence. Then we say that(an) is log-concaveif
0 < an�1 an+1 � a2n for all n � 1 or equivalently if there exists a convex function
� : [0;1) ! R satisfying an = e��(n) for all n � 0 . Note that the sequence
(an) is log-concave if and only ifan > 0 for all n � 0 and the quotient sequence
qn := an

an�1
is decreasing and if and only if only ifa0 > 0 and there exists a decreasing

sequenceq1 � q2 � � � � > 0 of positive numbers satisfyingan = a0
Qn

i=1 qi for
all n � 1 . If a1; a2; . . . � 0 is a an arbitrary sequence of non-negative numbers, we
let (a�n) denotethe log-concave hullof (an) ; that is, a�n := inf(ck)2C cn where C
denotes the set of all log-concave sequences(ck) satisfying ak � ck for all k � 1

Theorem 3.1: Let M 2 M be a given function. If0 < q1 � q2 � � � � is any given
increasing sequence of positive numbers satisfyingsupn�1

qn+1
qn

< 1 and qn ! 1 .
Then we have the following characterizations of the setsLP and LR :

M 2 LP , lim sup
q!1

�M(q)
q!

� 1

q <1 , lim sup
n!1

�M(qn)
qn!

� 1

qn <1(1)

, lim sup
n!1

1
qn
M(qn)

1

qn <1

M 2 LR , lim inf
q!1

�M(q)
q!

� 1

q <1 , lim inf
n!1

�M(qn)
qn!

� 1

qn <1(2)

, lim inf
n!1

1
qn
M(qn)

1

qn <1

where q! := �(q + 1) for all q > 0 and � is the gamma function. If�; � > 0
are given positive numbers and0 < r0 < r1 < � � � is any given increasing sequence
of positive numbers satisfyingrn !1 and supn�1

rn+1�rn
rn�rn�1

< 1 , then we have the
following characterizations of the setLC :

(3) M 2 LC ,

Z
1

�

M(�q)�
1

aq dq =1 ,

1P

n=1

(rn � rn�1)M(rn)
�

1

rn =1

11



Proof: (1+2): Let us defineF (q) := 1

q M(q)1=q for all q > 0 . By assumption,
there exists a finite constantC > 0 such that qn+1 � C qn for all n � 1 . Let
n � 1 and q 2 [qn; qn+1] be given. Sincey M(y)1=y is increasing on(0;1) ,
we have F (q) � qn+1

q F (qn+1) � C F (qn+1) and F (qn) �
q
qn
F (q) � C F (q) and

since qn " 1 , see that

lim sup
q!1

F (q) � C lim sup
n!1

F (qn) ; lim inf
n!1

F (qn) � C lim inf
q!1

F (q)

Hence, we see that the first and last conditions in (1) or (2) are equivalent and by
Stirling’s formula, we have q � (q!)�1=q ! e as q ! 1 . Hence, we see that the
remaining equivalences in (1) and (2) holds.

(3): Let us define f(q) := M(q)�1=q for all q > 0 . Since M 2 M , we see
that f is decreasing and non-negative on(0;1) and by (2.2) we see thatf is
either finite on (0;1) or identically equal to1 on (0;1) . Hence, we see that
the first equivalence in (3) holds and iff � 1 , then all three statements in (3) hold
trivially. So suppose thatf(y) < 1 for all y > 0 . By assumption, there exists a
finite constant C > 0 such that rn+1 � rn � C (rn � rn�1) for all n � 1 and
since f is decreasing, we have

1P

n=1
(rn � rn�1) f(rn) �

Z
1

r0

f(q) dq �
1P

n=0

(rn+1 � rn) f(rn)

� C
1P

n=1

(rn � rn�1) f(rn)

and so we see that the last equivalence in (3) follows from the first equivalence.

Corollary 3.2: Let w; v 2 B
+
(R) be given functions and leta � 0 be a given

number satisfyingw?(x) � v�(x) � w(x) _ 1 for all jxj > a . If “ x” stands for one
of the five symbols ”bd” or “ 1” or “P” or “R” or “C”, then we have

(1) x = f� 2 Pr(R) j M� 2 Lx g

(2) w 2 Wx , v 2 Wx , w� 2 Wx , w? 2 Wx

(3) Lbd � LP � LR � LC � L1

(4) bd � P � R � C � D � 1 ; Wbd � WP � WR � WC � W1

Proof: (1): If “x” equals “P” or “R” or “C”, then (1) follows from Thm.3.1 and if “x”
equals “1”, then (1) is evident. If “x” equals “bd”, then (1) follows from [8; Exc.3.16
p.235]. (2) is an immediate consequence of Lem.2.2.5+6. LetM 2 M be given. Since
y M(y)�1=y is decreasing on(0;1) , we have

R
2q
q M(y)�1=y dy � qM(q)�1=q

for all q > 0 . Hence, we see thatLR � LC and the remaining inclusions in (3)
follow directly and the definition ofLx . (4) is an immediate consequence of (3).
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Theorem 3.3: Let w 2 B
+
(R) be a given non-negative Borel function. Leta; p > 0

be a given numbers, let� : (a;1) ! [0;1] be a log-exp-convex function and let
F : (a;1) ! [0;1] be a non-negative Borel function satisfying

(1) �(x) � w(x) _ 1 8 jxj > a and w�(x) � F (x) (1 + �(x))p 8 x > a

If c 2 R is any given number. Then we have

(2) w 2 Wbd , 9 c 2 R+ so that w(x) = 1 8 jxj � c

(3) w 2 W1 , lim
jxj!1

jxj�q w(x) = 1 8 q > 0

(4) w 2 WP , w 2 W s
exp , lim inf

x!1
e�xrw(x) > 0

(5) w 2 WR , lim sup
x!1

e�xrw(x) > 0, w� 2 Wexp , w? 2 Wexp ) w 2 Wexp

(6) If lim
x!1

e��x F (x) = 0 8� > 0 , then w 2 WR if and only if w� 2 Wexp

(7) w 2 WC ,

Z
1

c

e�xrw(x) dx =1, w� 2 W s
K , w? 2 WK ) w 2 W s

K

(8) If
Z
1

a

log+ F (x)
x2

dx < 1 , then w 2 WC if and only if w� 2 W s
K

Proof: (2): Suppose thatw 2 Wbd . Then there existsc > 1 such that bw(q) � cq

for all q � c . Hence, we havew(x) � c�q jxjq for all x 2 R and all q � c .
Let jxj � 2c be given. Sincew(x) � c�q jxjq � 2q for all q � c , we see that
w(x) = 1 for all jxj � 2c . Conversely, if c 2 R+ is a given number such that
w(x) = 1 for all jxj � c , then we have bw(q) � cq for all q > 0 . In particular,
we see that bw 2 Lbd or equivalently w 2 Wbd .

(3): Let x 2 R and q > 0 be given. Since jxjq � bw(q) (w(x) _ 1) and
bw(q) � cq _ supjyj�c jyj

q (w(y) _ 1)�1 for all c > 0 , we see that (2) holds.

(4): Follows from Lem.2.3.2+4.

(5+6): By Lem.2.3.3, we see that the first equivalence in (5) holds and by Lem.2.3.5
we see thatw 2 WR implies w 2 WR implies w 2 Wexp . Suppose thatw� 2 Wexp

and that e��x F (x) ! 0 for all � > 0 . Then there exist�; b > 0 such that
lim supx!1 e��xw�(x) > 0 and F (x) � e�x for all x � b where � := �

p . So
by (1) we have

0 < lim sup
x!1

e��xw�(x)
1=p � lim sup

x!1
e��x (1 + �(x)) = lim sup

x!1
e��x �(x)

and since � is log-exp-convex, then by (1), and Lem.2.3.6 we have
lim supx!1 e�xrw(x) > 0 or equivalently w 2 WR . Since � := w� and
� := w? satisfy condition (1) with F � 1 , we see that the remaining implications
in (5) and (6) follows from Cor.3.2.2 and Lem.2.2.1.
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(7+8): Sincerw is increasing, we see that the first equivalence in (7) follows from
Lem.2.3.1 and Thm.3.1.3. Suppose that the second condition in (7) holds and let� > 0
be given. Sincerw is increasing, we see that the integral in (7) is infinite for all
c 2 R ; in particular for c := (log �)� 1 and sincerw(x) � log+w�(e

x+1) , we have

1 =

Z
1

c

e�xrw(x) dx �

Z
1

c

e�x log+ w(ex+1) dx = e

Z
1

�

t�2 log+ w(t) dt

Since t�2 �
1+�2

�2
(1 + t2)�1 for all t � � , we see thatw 2 W s

K . Suppose that
w� 2 W s

K and let � > a be given. Since1+�(x) � 2 (�(x)_1) , then by (1) we have

1 =

Z
1

�

log+w�(x)
x2

dx �

Z
1

�

log+ F (x)
x2

dx+ p

Z
1

�

log(1+�(x))
x2

dx

�

Z
1

a

log+ F (x)
x2

dx + p log 2
�

+ p

Z
1

�

log+ �(x)
x2

dx

Hence, if the first integral in the last expression is finite, we see that the last integral
is infinite for all � > a and since � is log-exp-convex, then by (1) and Lem.2.3.7
we see that

R
1

c
e�xrw(x) dx =1 or equivalently w 2 WC . Since � := w� and

� := w? satisfy condition (1) withF � 1 , we see that the remaining implications (7)
and (8) follows from Cor.3.2.2, Lem.2.2.1 and (3.2).

Theorem 3.4: Let a0; a1; . . . 2 R+ be non-negative numbers such thata1=nn ! 0
and an > 0 for infinitely many n � 0 . Let f(z) :=

P
1

n=0 an z
n for z 2 C denote

the associated entire function and let us define

w(x) := f(jxj) =
1P

n=0
an jxj

n and v(x) := sup
n�1

anjxj
n 8 x 2 R

Then w and v are finite and even functions onR such that w; v 2 W1 and w

and v are log-exp-convex on(0;1) . Moreover, we have

(1) w 2 WP , w 2 W s
exp , v 2 WP , v 2 W s

exp

(2) w 2 WR , w 2 Wexp , v 2 WR , v 2 Wexp , f 62 Emin

(3) w 2 WC , w 2 WK , w 2 W s
K , v 2 WC , v 2 WK , v 2 W s

K

(4)
Z 1
0

log+ jf(x)j
1+x2 dx <1 , w 62 WC , f 2 Cw \ Emin , f 2 Cw

Let (b0; b1; . . .) denote the log-concave hull of the sequence(1; a1; a2; . . .) and let us
define cn := supk�n a

1=k
k for all n � 1 . Then we have

(5) (bn) is a strictly positive log-concave sequence satisfying

(a) b0 = 1 ; bn = bv(n)�1 and an � c nn � bn �
nQ
i=1

ci 8n � 1

(b) lim sup
n!1

n� b
1=n
n = lim sup

n!1
n� a

1=n
n = lim sup

n!1
n� cn 8� � 0
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(6) w 2 WP , v 2 WP , lim inf
n!1

n b
1=n
n > 0

(7) If lim sup
n!1

na
1=n
n < 1 , then w 2 WP if and only if lim inf

n!1
n cn > 0

(8) w 2 WR , v 2 WR , lim sup
n!1

n b
1=n
n > 0 , lim sup

n!1
n a

1=n
n > 0

(9) w 2 WC , v 2 WC ,
1P

n=1
b
1=n
n = 1

Proof: (1)–(3): Since a
1=n
n ! 0 and an > 0 for infinitely many n � 0 , we

see that v and w are finite, even functions belonging toW1 . Since an x
n is

increasing and log-exp-convex on(0;1) , we see thatw and v are increasing and
log-exp-convex on (0;1) . Since anjxj

n � �n v(x� ) for all � > 0 , all x 2 R
and all n � 1 , we have

v(x) � w(x) � a0 +
�

1�� v
�
x
�

�
8 x 2 R 8 0 < � < 1

Since w(x) = f(x) for all x � 0 and jf(z)j � w(jzj) for all z 2 C , we see
that (1)–(3) follow from Thm.3.3.

(4): Let us number the four conditions in (4) by (a), (b), (c) and (d). Sincew is
even andw(x) = f(x) for all x � 0 , then by (3) we see that (a) implies (b). Suppose
that (b) holds. By Cor.3.3.3 we haveWR � WC . Hence, we see thatw =2 WR .
So by (2) we have f 2 Emin and since jf(x)j � w(x) for all x � 0 , then by
(3) we see thatf 2 Cw \ Emin ; that is (b) implies (c). The implication: “(c))
(d) ) (a)” are evident.

(5): Since v 2 W1 and v is finite, we have0 < bv(q) <1 for all q > 0 . Hence,
if define d0 := 1 and dn := bv(n)�1 for n = 1; 2; . . . , then (d0; d1; . . .) is a sequence
of positive numbers. Sinceq bv(q)1=q is increasing, we havebv(1) � bv(2)1=2 and
since bv is log-convex, we havebv(n) � bv(n � 1)1=2 v(n + 1)1=2 for all n � 2 .
Hence, we see that(dn) is a log-concave sequence withd0 = 1 . Let n � 1 be
a given integer. Sincejxj�n v(x) � an for all x 2 R , we see thatbv(n) � a�1n
or equivalently dn � an for all n � 1 . Thus, we conclude thatdn � bn for all
n � 0 . To prove the converse inequality, let(xi) be a given log-concave sequence
satisfying x0 � 1 and xi � ai for all i � 1 . Then we havexn = x0

Qn
i=1 qi

for all n � 1 where qi :=
xi

xi�1
is decreasing. Letk; n � 0 be given integers.

Since (qi) is decreasing, we have

k < n ) xk = x0

nQ

i=1

qi

nQ

i=k+1

q�1
i
� xn q

k�n

n+1

k > n ) xk = x0

nQ

i=1

qi

kQ

i=n+1

qi � xn q
k�n

n+1
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and since x0 � 1 and xk � ak for all k � 1 , we have

v(q�1n+1) _ 1 = 1 _ sup
k�1

ak q
�k
n+1 � sup

k�0
xk q

�k
n+1 � xn q

�n
n+1

bv(n) � q�nn+1 (v(q
�1
n+1) _ 1)�1 � x�1n

for all n � 1 and since d0 = 1 � x0 , we see thatdn � xn for all n � 0 . Taking
infimum over (xi) and recalling thatdn � bn , we see thatdn = bn for all n � 0 ;
which proves of the first two equalities in (5.a) and since(dn) is log-concave, then
so is (bn) . Since bn � an for all n � 1 and b

1=n
n = bv(n)�1=n is decreasing, we

see that an � c n
n � bn . Let us define y0 := 1 and yn :=

Qn
i=1 ci for n � 1 .

Since (ci) is decreasing, we have that(yn) is log-concave and sinceci � cn � a
1=n
n

for all 1 � i � n , we have yn � an for all n � 1 . Hence, we see thatyn � bn
for all n � 1 which completes of (5.a).

(6): Follows directly from (1), (5) and Thm.3.1.1.

(7): Suppose thatw 2 WP . By (1) there exist positive numbers�; � > 0 such
that v(x) � e��x for all x � � and since lim supn!1 n a

1=n
n < 1, then by (5.b)

there exists 
 > e� such that ck �


k for all k � 1 . Let us define xn := 1

cn
and f(0) := 0 and f(t) := t log 1

t for all t > 0 . Observe thatf is continuous
and strictly increasing on the interval[0; e�1] with f(0) = 0 and f(e�1) = e�1 .
Since 0 < �


 < e�1 , there exists a unique number0 < � < e�1 solving the equation
f(�) = �


 and since cn ! 0 , there exists an integerm > 1 such that xn � � for
all n � m . Let n � m be a given integer satisfyingncn �



e . If k � n , then we

have ak x
k
n � ckk x

k
n � 1 and if 1 � k < n , we have kcn � ncn �



e and

log
�
ak x

k
n

�
� k log

�
ck
cn

�
� k log

� 

kcn

�
= 
xn f

�
kcn



�
� 
xn f

�
ncn



�

Since xn � � , we have

�xn � log v(xn) � 
xn max
1�k<n

f
�
kcn



�
� 
xn f

�
ncn



�

that is, �

 = f(�) � f(ncn
 ) and since ncn


 � e�1 and f is strictly increasing on
(0; e�1] , we conclude thatncn � �
 for all n � m satisfying ncn �



e . Since

�
 �


e , we conclude thatncn � �
 for all n � m and consequently, we have

lim inf ncn � �
 > 0 . The converse implication follows from (5.a) and (6).

(8) and (9) follow directly from (2), (3), (5) and Thm.3.1.2+3.

Examples 3.5: (1): Let us definew(x) := e
p

jxj if x � 0 and w(x) := ejxj if

x � 0 . Then we havew 2 Wexp \W s
K and sincew�(x) � w�(x) = ejxj^

p
jxj , we

have w� =2 Wexp[WK , w� =2 Wexp[WK . So by Thm.3.3.5+7 we see thatw =2 WR

and w =2 WC but w 2 Wexp \ W s
K .

(2): Let us define w(0) = 1 , w(x) := e1=jxj if 0 < jxj � 1 and w(x) = e
if jxj � 1 . Then w is an even and finite function such thatw is log-convex and
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log-exp-convex on(0;1) . Hence, we havew� = w and so we see thatw� 2 WK

but w =2 W1 and w =2 WC

(3): Let � > 0 and p; q 2 R be given numbers and let us consider the function:

w(x) := exp

�
� jxj

(1+log+ jxj)p (1+log+ log+ jxj)q

�
8 x 2 R

Then a straight forward computation shows thatw is increasing and log-exp-convex
on [a;1) for some sufficiently largea > 1 . Hence, by Thm.3.3 we have

(1) w 2 WC , either p < 1 or p = 1 and q � 1

(2) w 2 WP , w 2 WR , p � 0 and q � 0

(4): Let L � N0 be a given infinite set of non-negative integers and let
0 � n1 < n2 < � � � denote the elements inL in increasing order. If we define

w(x) :=
P

n2L

jxjn

n! 8 x 2 R and � := lim inf
n!1

nk
nk+1

then we are in the setting of Thm.3.4 withan = (n!)�1=n if n 2 L and an = 0
if n =2 L . Since (n!)�1=n is decreasing in n we have cn = (nk!)

�1=nk for
all nk�1 < n � nk . So by Stirling’s formula, we see thatlim sup n a

1=n
n = e and

lim inf n cn = e� . Hence, by Thm.3.4 we have

(3) If � > 0 , then we havew 2 WP � WR � WC

(4) If � = 0 , then we havew 2 WR nWP

4. Complete sets of test functions With the provision of the previous sec-
tions, we can now proceed to the general solution of specifying a class of sets of
probability measures admitting a complete set of test functions. To do this we need
the following preorderings on the setsM , B

+
(R) and Pr(R) : If L;M 2 M

and v;w 2 B
+
(R) are given functions and�; � 2 Pr(R) are given probability

measures, we define

• L ` M , 9� > 0 so that lim sup
q!1

n
L(�q)

1+M(q)�

o 1

q

< 1

• v j= w , bw ` bv

• � � � , M� ` M�
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Then the reader easily verifies the three relations are preorderings (i.e. transitive and
reflexive relations) on the respective spaces. IfL � M , W � B

+
(R) and

� Pr(R)P � Pr(R) are given sets, we say that

• L is lower (`)-directedif M 2 L implies L 2 L 8L 2 M with L `M

• W is upper(j=)-directedif w 2 W implies v 2 W 8 v 2 B
+
(R) with w j= v

• is lower (�)-directedif � 2 implies � 2 8 � 2 Pr(R) with � � �

Lemma 4.1: Let v; w 2 B
+
(R) be given functions. Then we have

(1) If w 2 Wbd or if v =2 W1 , then v j= w

(2) w? j= w� j= w j= w?

and the following three statements are equivalent

(3) v j= w

(4) There exist positive numbersC ; c ; � ; 
 ; � > 0 satisfying

(a) v�(�x) � C
�
1 + jxj� + w?(x)


�
8 jxj � c

(5) There exist non-negative numbersC ; c ; � ; 
 � 0 and functions f : R ! R

and h : R ! [0;1] satisfying

(a) lim inf
jxj!1

jf(x)j
jxj > 0 and lim sup

jxj!1
jxj��h(x) < 1

(b) v?(f(x)) � C h(x)
�
1 + w(x)


�
8 jxj > c

Proof: (1): Suppose thatw 2 Wbd . Since bw 2 Lbd , there existsc > 0 such that
bw(q) � cq � cq (1 + bv(q)) for all q � c . Hence, we see thatbw ` bv or equivalently
v j= w . Suppose thatv =2 W1 . Since bv =2 L1 , there exists r > 0 such that
bv(r) = 1 and since bv(q)1=q is increasing, we havebv(q) = 1 for all q � r .
Hence, we see thatbw ` bv or equivalently v j= w .

(2): Immediate consequence of Lem.2.2.6.

(3) ) (4): Suppose thatv j= w . Then there exist positive numbers� > 0 and
� > 0 such that bw(�q) � �q (1 + bv(q)�) for all q � � . If v 2 Wbd , there exists
a > 0 such that bv(q) � aq for all q > 0 and so we havebw(�q) � �q (1 + a�q)
for all q � � . Hence, we see thatbw 2 Lbd or equivalently w 2 Wbd . Hence, by
Cor.3.2.2 we havew? 2 Wbd and so by Thm.3.3.2 we see that (4.a) holds trivially.
So suppose thatv =2 Wbd . By Thm.3.3.2 there existsx0 2 R such that jx0j > 1
and v(x0) < 1 . Hence, if we define� := v(x0) _ 1 , then 1 � � < 1 and we
have bv(q) � jx0j

q (v(x0) _ 1)�1 � ��1 for all q > 0 . In particular, we see that
1 + bv(q)� � 2�� bv(q)� for all q > 0 . Let x 2 R be given. By Lem.2.2.6, we have

jxj�q

w?(x)_1 � bw(�q) � �q (1 + bv(q)�) � 2�q �� bv(q)� 8 q � �
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Let us define 
 := 1

� and � := ��
 . Since bv(q) � ��1 for all q > 0 , we have

j�xjq

bv(q)
� 2
� (1 _ w?(x))
 � 2
�

�
1 + w?(x)


�
8 q � � 8 x 2 R

j�xjq

bv(q) � � j�xjq � � j�xj� 8 0 < q � � 8 jxj � 1
�

and so we havev�(�x) � A (1+jxj�+w�(x)
) for all jxj � 1
� whereA = 2
 �+�q � .

Thus, we see that (4.a) follows from Lem.2.2.8.

(4) ) (5): Take f(x) := �x and h(x) := 1 + jxj� .

(5) ) (3): Suppose that (5) holds. Ifv =2 W1 , then (3) follows from (1). So
suppose thatv 2 W1 and let q > 0 be given. By (5.a), there exist� > 0 and b > c
such that jf(x)j � �jxj and h(x) � bjxj� for all jxj � b and since v 2 W1 ,
then by Lem.2.2.3 and Cor.3.2.2 we see thatv? 2 W1 . Let q > 0 be given. Then
by (5.b) we have

j�xj�q��v?(�x) � C ����q jxj�q�� h(x)(1 + w(x)
) � bC ����q jxj�q(1 + w(x)
)

for all jxj � b and since v? 2 W1 , then by Thm.3.3.3 we see thatw 2 W1 .
Hence, by Thm.3.3.3 there existsa > b such that w(x) � 1 + jxj� for all jxj � a .
Let jxj � a and q > 0 be given. Sincew(x) � 1 + jxj� and w? is even on R
and increasing on[0;1) , then by (5.b) we have

j�xjq

bv(q) � v?(�x) � bC jxj� (1 + w(x)
) � 2bC jxj� w(x)
 � 2bC w(x)
+1

Hence, if we define� := 1
1+
 and C0 := (2bc)� ���q , then we have

jxj�q

w(x)_1 = jxj�q

w(x) � C0 bv(q)1=
 � C0 (1 + bv(q)�) 8 jxj � a

jxj�q

w(x)_1 � a�q � a�q (1 + bv(q)�) 8 jxj � a

and so we see thatbw(�q) � (C0 _ a�q) (1 + bv(q)�) for all q > 0 . Thus, we have
bw ` bv or equivalently v j= w .

Corollary 4.2: Let W � B
+
(R) be a non-empty upper(j=)-directed set of functions

and let w 2 B
+
(R) be a given function. Then we have

(1) Wbd � W and if W 6= B+(R) , then we haveW � W1

(2) w 2 W , w� 2 W , w? 2 W

Let f : R ! R and h : [0;1] ! [0;1] be given Borel functions satisfying

(3) lim inf
jxj!1

jf(x)j
jxj > 0 and lim inf

x!1
x�� h(x) > 0 for some � > 0
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If v; v1; . . . vn 2 W and w 2 B+(R) are given functions and�1; �1; . . . ; �n; �n > 0
are positive numbers, then we have

(4) If lim sup
n!1

v?(f(x))
(1+jxjp) (1+w(x)q)

<1 for some numbersp; q > 0 , then w 2 W

(5) If lim inf
jxj!1

w(x) > 0 , then v � w 2 W

(6) v(f(x)) 2 W ; h(v(x)) 2 W ;
nP

i=1
�i vi(x)

�i
2 W ;

nQ

i=1
vi(x)

�i
2 W

Proof: (1)–(5) are easy consequences of (3) and Lem.4.1. IfW = B
+
(R) , then (6)

holds trivially, and if W 6= B
+
(R) , then by (1) we haveW � W1 . Hence, we see

that (6) follows from (3)–(5) and Thm.3.3.3.

Lemma 4.3: Let �; � 2 Pr(R) be given probability measures and letf : R ! R

be a�-measurable function. Then we have

(1) M� ` b�� and b�� ` M�

(2) � � � if and only if �� j= ��

(3) If there exists�; � > 0 such that jf(x)j � � + � jxj �-a.s., then�f � �

(4) If there exists�; � > 0 such that jxj � � + � jf(x)j �-a.s., then� � �f

Proof: (1): By Lem.2.1.1, we see thatb�� `M� and if we defineu(x) :=
p
��(x) ,

then by Lem.2.1.2+3 and Lem.2.2.3, we see thatM� ` bu . By Lem.4.1, we have
�� = u2 j= u or equivalently bu ` b�� and sinceM� ` bu , we conclude thatM� ` b��
and b�� ` M� .

(2): Immediate consequence of (1).

(3): If jf(x)j � � + �jxj �-a.s., then ��(� + � x) � ��f (x) for all x 2 R .
Hence, by Lem.4.1, we see that�� j= ��f and so by (2) we conclude that�f � � .

(4): If jxj � �+ �jf(x)j �-a.s., then��(�+ � x) � ��f (x) for all x 2 R and
so by (2) and Lem.4.1 we conclude that�f � � .

Proposition 4.4: Let w 2 B
+
(R) be a given function such thatw(x0) < 1 for

at least one x0 2 R . Then there exist a probability measure� 2 Pr(R) such that
w 2 L1(�) and bw ` M� .

Proof: Let us first suppose thatlimjxj!1 w(x) = 1 and let us defineh(x) :=
w�(x) _ 1 for all x > 0 and

u0(x) := inf
y�x

h(y) 8 x > 0 and u(x) := sup
0<y<x

u0(y) = lim
y"x

u0(y) 8 x > 0
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Then h : (0;1)! [1;1] is a Borel function andu0 and u are increasing functions
on (0;1) such that1 � u(x) � u0(x) � h(x) for all x > 0 and u is left continuous
on (0;1) . Since limjxj!1 w(x) =1 , we have limjxj!1 h(x) =1 and so we see
that limjxj!1 u(x) = 1 . Hence, by (2.4) there exists a unique probability measure
� 2 Pr(R) such that �(R+) = 1 and ��(x) = u(jxj)2 for all x 6= 0 . Since u

and h are Borel functions, we see that the set:

D := f (x; y) j y � x
2
> 0 and h(y) � 1 + u(x) g

is a Borel subset ofR2 . Let x > 0 be given. Then there existsz � x
2

such that
u0(z) �

1

2
+ u(x) and sinceu0(z) = infy�z h(y) , there existsy � z � x

2
such that

h(y) � 1

2
+u0(z) � 1+u(x) . Hence, we see that the sectionsDx := fy j (x; y) 2 Dg

are non-empty for all x > 0 . So by the measurable selection theorem (see [15;
Thm.2.2.11 p.348]) there exists a universally measurable function� : (0;1)! (0;1)
such that (x; �(x)) 2 D for all x > 0 or equivalently �(x) � x

2
and

h(�(x)) � 1 + u(x) for all x > 0 . Let x0 2 R be chosen such thatw(x0) < 1

and let us define

 (x) :=

8<
:
x0 if x = 0
�(jxj) if x 6= 0 and w(�(jxj)) � w(��(jxj))
��(jxj) if x 6= 0 and w(�(jxj)) > w(��(jxj))

Since w is a Borel function and� is universally measurable, we see that : R! R

is universally measurable and by the definition of� and  we have j (x)j =

�(jxj) � jxj
2

for all x 6= 0 and

w( (x)) = w�(�(jxj)) � h(�(jxj)) � 1 + u(jxj) = 1 +
p
��(x) 8 x 6= 0

Since w( (0)) = w(x0) < 1 , then by Lem.2.1.2, we havew( (x)) 2 L1(�) or
equivalently w 2 L1(�) where � := � denotes the image measure of� under
the universally measurable function . Since jxj � 2 j (x)j for all x 2 R , then
by Lem.4.3.4 we have� � � . So by Lem.4.3.1+2 we haveb�� ` M� and since
��(x) = u(jxj)2 � 1 + w�(x)

2 � 1 + w(x)2 for all x 6= 0 , then by Lem.4.1 we
have �� j= w or equivalently bw ` b�� . Recalling that b�� ` M� , we conclude that
w 2 L1(�) and bw ` M� .

Suppose that lim inf jxj!1 w(x) < 1 . Then there exist numbersc > 0 and
x1; x2; . . . 2 R such that jxnj � 2n and w(xn) � c for all n = 1; 2; . . . . Let
us define � := 1

a

P1
n=1

n�2 �xn where a :=
P1

n=1
n�2 . Since w(xn) � c and

jxnj � 2n for all n � 1 , we haveZ
R

w d� � c

a
and M�(q) =

1

c

1P

n=1

n�2 jxnj
q � 1

c

1P

n=1

n�2 2nq =1

for all q > 0 . Hence, we see thatw 2 L1(�) and that M�(q) =1 for all q > 0
Thus, we have bw `M� .
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Theorem 4.5: Let � Pr(R) be a given non-empty set lower(�)-directed of
probability measures and let us define

L := fL 2 M j 9� 2 : L `M� g ; W := fw 2 B+(R) j bw 2 L g

A :=
n
w 2 B+(R)

��� 9� 2 : w(x) =
1P
n=1

M�(n)
�1 jxjn 8 x 2 R

o

Then L is lower (�)-directed, W is upper(j=)-directed and we have

(1) bd � = f� 2 Pr(R) j M� 2 L g ; Lbd � L and Wbd � W

(2) A and W are complete sets of tests functions for and A � W = �

Let � > 0 be any given positive number and let� 2 Pr(R) be a given probability
measure. If A � B

+
(R) is any complete set of test function for , then A � W

and we have the following equivalence scheme:

� 2 , W \ L�(�) 6= ; , A \ L1(�) 6= ; , ��(x)
� 2 W(3)

, 9w 2 W so that lim sup
jxj!1

w(x)�R�(jxj) <1

Proof: By the definition of L and W , we see thatL is lower (`)-directed,
and that W is upper(j=)-directed.

(1): SinceW is upper(j=)-directed, then by Cor.4.2.1, we haveWbd � W and
Lbd � L and since is lower (�)-directed, we have bd � . Let � 2 Pr(R)
be a given probability measure satisfyingM� 2 L . Then there exists� 2 such
that M� `M� or equivalently � � � and since is lower (�)-directed, we have
� 2 and sinceM� 2 L for all � 2 , we have proved (1).

(2): Let w 2 W and � 2 Prw be given. Sincew 2 L1(�) , then by Lem.2.1.3
and Lem.2.2.3 there existsC > 0 such that M�(q) � C bw(q) for all q > 0 .
Hence, we haveM� ` bw and since bw 2 L and L is lower directed, we
conclude that M� 2 L . So by (1) we have� 2 for all � 2 Prw ; that is,
W � � . Let w 2 � be given. If w 2 Wbd , then by (1) we havew 2 W . So
suppose thatw =2 Wbd . By Thm.3.3.2 and Prop.4.4, there exists a probability measure
� 2 Prw such that bw ` M� . Since w 2 � and � 2 Prw , we have � 2 and
M� 2 L and since bw ` M� and L is lower (`)-directed, we see thatbw 2 L
or equivalently w 2 W for all w 2 �. In view of the inclusion proved above,
we conclude that � = W .

Let w 2 A be given. Then there exists� 2 such that w(x) =P
1

n=1 M�(n)
�1jxjn for all x 2 R . Let n � 1 be a given integer. Since

w(x) _ 1 � jxjnM�(n)
�1 for all x 2 R , we see that bw(n) � M�(n) for all

n 2 N . Let q � 1 be a given number and letn � 1 denote the unique integer
satisfying n � q < n + 1 . Since n + 1 � 2n � 2q and M� and bw belong
to M , we have

bw(q) 1q � bw(n+ 1)
1

n+1 �M�(n+ 1)
1

n+1 �M�(2q)
1

2q
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for all q � 1 . Hence, we havebw `M� 2 L and sinceL is lower directed, we
have bw 2 L or equivalently w 2 W ; that is, A � W = � . Let � 2 be
a given and let� denote the image measure of� under the functionx 2x . Since

is lower (�)-directed, then by Lem.4.3.3 we have� 2 . Hence, if we define
w(x) :=

P
1

n=1
M�(n)

�1jxjn , then w 2 A and sinceM�(q) = 2qM�(q) , we haveZ
R

w d� =
1P
n=1

M�(n)M�(n)
�1 �

1P
n=1

2�n = 1

So we havew 2 A \L1(�) and sinceA � W = � , then by (1.4) we conclude
that A and W are complete set of test functions for which completes the
proof of (2).

(3): Since A � B
+
(R) is a complete set of tests functions for , then by (2)

we have A � W and since W is upper(j=)-directed, then by Cor.4.2 we see
that W \ L1(�) 6= ; if and only if W \ L�(�) 6= ; . Hence, we see that the first
equivalence in (3) follows from (2), and the second equivalence follows directly from
the definition of completeness. SinceW is upper(j=)-directed andL is lower
(`)-directed, then by (1), Cor.4.2 and Lem.4.3.1 we have

(*) ��(x)
� 2 W , ��(x) 2 W , b�� 2 L , M� 2 L , � 2

which proves the third equivalence in (3). If��(x)
� 2 W , then by Lem.4.1 we

have ��(x)
1=� 2 W and so we the last condition in (3) holds. Suppose that the last

condition in (3) holds. By Lem.4.1 we havew(x)� j= ��(x) and sinceW is upper
directed, then by (*) and Cor.4.2 we see that� 2 which completes the proof of
(3).

Theorem 4.6: Let L �M be a non-empty lower(`)-directed set and let us define

L := f� 2 Pr(R) jM� 2 Lg ; WL := fw 2 B+(R) j bw 2 Lg

AL :=
n
w 2 B+(R)

��� 9� 2 PL : w(x) =
1P
n=1

M�(n)
�1 jxjn 8 x 2 R

o

Then L is lower (�)-directed, WL is upper(j=)-directed and we have

(1) bd � L ; Lbd � L = fL 2 M j 9� 2 L : L ` M�g and Wbd � WL

(2) AL and WL are complete sets of tests functions forL and AL � WL = �

L

Let � > 0 be any given positive number and let� 2 Pr(R) be a given probability
measure. IfA � B

+
(R) is any complete set of test function forL , then A � WL

and we have the following equivalence scheme:

� 2 L , WL \ L
�(�) 6= ; , A \ L1(�) 6= ; , ��(x)

� 2 WL(3)

, 9w 2 WL so that lim sup
jxj!1

w(x)�R�(jxj) <1
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Proof: Since L is lower (`)-directed, we see that L is non-empty and lower
(�)-directed. Let� 2 L and L 2 M be given such thatL `M� . Since M� 2 L
and L is lower (`)-directed, we haveL 2 L . Let L 2 L be given and let me show
that L `M� for some � 2 L . If L(q) = 0 for some q > 0 , then by (2.2) we see
that this holds trivially. If L =2 L1 , then there existsr > 0 such thatL(q) =1 for
all q � r and sinceL is lower(`)-directed, we haveL =M and L = Pr(R) and
so the claim holds trivially (take� to be any probability measure withM� � 1 ). So
suppose that0 < L(q) <1 for all q > 0 let us define v(x) := supq>0 jxj

q L(q)�1

for all x 2 R . Since v(x)�1 � jxj�q L(q) for all x 2 R , we see thatbv(q) � L(q)
for all q > 0 . Let q > 0 be given. Sincef(r) := log L(r) is finite and convex
on (0;1), we have f(r) � �r + � for all r > 0 and f(q) = �q + � where
� := f 0(q) the right hand derivative off at q and � = f(q)� �q . Since 1

r
f(r)

is increasing on(0;1) , we have f(r)� f(q) � r�q
q f(q) for all r > q . Hence, we

have �q � f(q) or equivalently � � 0 and so we havee�� � 1 and

v(e�) = sup
r>0

e�r L(r)�1 = sup
r>0

e�r�f(r) � e��

bv(q) � e�q (v(e�) _ 1)�1 � e�q+� = ef(q) = L(q) � bv(q)

Thus, we see thatbv(q) = L(q) for all q > 0 . Since L(q)�1 > 0 for all q > 0 ,
we have limx!1 v(x) =1 and since v is even lower semicontinuous onR and
increasing on [0;1) with v(0) = 0 , then by (2.4) there exists� 2 Pr(R) such
that ��(x) = v(x) _ 1 for all x 2 R . Hence, we haveb��(q) = bv(q) = L(q) for
all q > 0 and so by Lem.4.3.1 we haveL ` M� and M� ` L . Since L is lower
(`)-directed, we haveM� 2 L or equivalently � 2 L which proves the claim.
Hence, we see that L is a non-empty lower(�)-directed set of probability measures
such thatL 2 M if and only if L `M� for some � 2 L . Hence, we see that the
remaining parts of the theorem follows from Thm.4.5 applied the set:= L .

Theorem 4.7: Let W � B
+
(R) be a non-empty upper(j=)-directed set and let us

define

LW := fL 2 M j 9w 2 W : L ` bwg ; W := f� 2 Pr(R) jM� 2 LW g

AW :=
n
w 2 B+(R)

��� 9� 2 W : w(x) =
1P
n=1

M�(n)
�1 jxjn 8 x 2 R

o

Then W is lower (�)-directed, LW is lower (`)-directed and we have

(1) bd � W ; Lbd � LW and Wbd � W = fw 2 B+(R) j bw 2 LWg

(2) AW and W are complete sets of tests functions forW and AW � W = �

W
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Let � > 0 be any given positive number and let� 2 Pr(R) be a given probability
measure. IfA � B

+
(R) is any complete set of test function forW , then A � W

and we have the following equivalence scheme:

� 2 W , W \ L�(�) 6= ; , A \ L1(�) 6= ; , ��(x)
� 2 W(3)

, 9w 2 W so that lim sup
jxj!1

w(x)�R�(jxj) <1

Proof: By the definition of LW , we see thatLW is non-empty and lower(`)-
directed. Let w 2 B

+
(R) be a given function such thatbw 2 LW . Then there exists

v 2 W such that bw ` bv or equivalently v j= w and sinceW is upper(j=)-directed,
we see thatw 2 W . Hence, we see thatLW is a non-empty lower(`)-directed set
such that bw 2 LW if and only if w 2 W and so we see that the remaining parts of
theorem follows from Thm.4.6 withL := LW .

Theorem 4.8: If “ x” stands for one of the five symbols ”bd” or “ 1” or “P” or “R”
or “C” and Ax is defined as follows:

Ax :=
n
w 2 B+(R)

��� 9� 2 Px so that w(x) =
1P
n=1

M�(n)
�1jxjn 8 x 2 R

o

then Lx is lower (`)-directed, x is lower (�)-directed, Wx is upper(j=)-directed
and we have

(1) Ax and Wx are complete sets of test functions forx and Ax � Wx =
�

x

(2) The setBP := fe�jxj j � > 0g is a complete set of test functions forP

(3) The set BR of all functions of the formw(x) =
P

n2L
j�xjn

n!
for some � > 0

and some infinite setL � N is a complete set of test functions forR

Let � > 0 be any given positive number and let� 2 Pr(R) be a given probability
measure. IfA � B

+
(R) is any complete set of test function for x , then A � Wx

and we have the following equivalence scheme:

� 2 x , Wx \ L
�(�) 6= ; , A \ L1(�) 6= ; , ��(x)

� 2 Wx(4)

, 9w 2 Wx so that lim sup
jxj!1

w(x)�R�(jxj) <1

Remarks: Note that Thm.4.5–4.8 meets our objective classifying sets of probability
measures which admits a complete set of test functions and of finding decent complete
sets of test function for the sets x for Px when “x” equals one of the symbols
”bd” or “1” or “P” or “R” or “C”. Recall that P � R � C and by (1) and by
Example 3.5 we see that each of these inclusions are strict.
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Proof: Let M;L 2 M be given functions such thatL ` M . Then there exist
positive numbers� > 0 , C � 1 and r > 1

�
+1 such thatL(�q) � C�q (1+M(q)�)

for all q � r . Since �r > 1 , we have L(�q)1=(�q) � C (1 +M(q)1=q) for all
q � r and since L(q)1=q is increasing on (0;1) , we see thatM 2 Lx implies
L 2 Lx whenever “x” equals "bd” or “1” or “P” or “R”. Hence, we see that the sets
Lbd , L1 , LP and LR are lower(`)-directed. So suppose thatM 2 LC . If
M 2 Lbd , then by Cor.3.2.3 we haveL 2 Lbd � LC . So suppose thatM =2 Lbd .
Since M(q)1=q is increasing and unbounded on(0;1) there existsu � 1+ r such
that M(q) � 1 for all q � u . Hence, we haveL(�q)1=(�q) � 2CM(q)1=q for all
q � u and since M 2 LC , then by Thm.3.1.3 we have

�

Z
1

u
L(�q)�

1

�q dq � �
2C

Z
1

u
M(q)�

1

q dq =1

Applying Thm.3.1.3 once more, we see thatL 2 LC and so we see thatLC is
lower (`)-directed.

Thus, we see thatLx is lower (`)-directed and by Cor.3.1.1 we have that
Px = f� 2 Pr(R) jM� 2 Lxg . Hence, we see that (1) and (4) follow from Thm.4.6,
and that Wx is upper(j=)-directed and x is lower (�)-directed.

(2): Follows from (1.3).

(3): By (1) and Example 3.5.3+4, we see thatBR � WR = �

R . Let � 2 R

be given. SinceM� 2 LR , then by Lem.3.1.2 there exist a positive number� > 0
and an infinite setL � N0 such thatM�(n) � ��n n! for all n 2 L . Hence, if we
define w(x) :=

P
n2L

j�xjn

n!
, then w 2 BR and we have

Z
R

w d� =
P
n2L

M�(n)
�n

n!
�
P
n2L

1

n!
� e <1

Thus, we see thatw 2 BR \ L
1(�) which completes the proof of (3).

Theorem 4.9: Let � Pr(R) be a non-empty lower(�)-directed set of probability
measures and let us defineW := � . Let � 2 Pr(R) be a probability measure
and let � be a Borel measure onR such that d� = � � d� for some Borel function
� : R ! [0;1] . If we defineS := fx 2 R j 0 < �(x) < 1g , then we have

(1) � 2 , 9�; c; p; q > 0 9 � 2 R 9w 2 W :

Z
jxj�c

w(�x+�)q

1+jxjp �(dx) <1

(2) If �(x)�� 2 L1(�) and �(x)�� 2 W for some �; � > 0 , then � 2

(3) If 1S(x) (1+ jxj)
�p 2 L1(�) and �(x)�� 2 W for somep; � > 0 , then � 2

(4) If � 2 and lim sup
jxj!1

jxj�p �(x) < 1 for some p > 0 , then � 2
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Let (Jx j x 2 R) be a family of Borel subsets ofR and let C ; a ; p ; q ; � > 0 and
be positive numbers satisfying

(5) Jx � [�x;1) 8 x > 0 ; Jx � (�1; �x] 8 x < 0 and lim inf
jxj!1

jxjp �(Jx) > 0

(6)
�

�(x)
1+�(x)

�q
� C �(y) 8 y 2 S \ Jx 8 jxj � a

Then we have

(7) � 2 ) �(x)�� 2 W 8� > 0

Remarks: (a): Suppose that� is the Lebesgue measure onR . Then we have
(1 + jxj)�p 2 L1(�) for all p > 1 and if 0 < � < 1 is any given number and
Jx := [�x; x] if x � 0 and Jx := [x; �x] if x � 0 , then � satisfies condition (5)
for all p > 0 . Hence, if �(x)�� 2 W for some � > 0 , then by (2) we have� 2
and if � satisfies condition (6) with this choice of(Jx) (for instance, there exists
b > 0 such that � is decreasing on[b;1) and increasing on(�1;�b] ), then by
(7) we have that� 2 implies �(x)�� 2 W for all � > 0 .

(b): Let D � R be a countable set and let� :=
P

x2L �x denote the counting
measure onD . Then we have

P
x2D �(x) = 1 and � =

P
x2D �(x) �x . If

P
x2D (1+ jxj)�p <1 for some p > 0 and�(x)�� 2 W for some � > 0 , then by

(3) we have� 2 . Suppose thatD = fan j n 2 Zg where (an j n = 0;�1;�2; . . .)
is a strictly increasing sequence satisfying

(7) lim
n!1

an = 1 ; lim
n!�1

an = �1 ; lim sup
n!1

an+1
an

<1 ; lim sup
n!�1

an
an+1

<1

Then it follows easily that condition (5) holds for some0 < � < 1 with p = 1 and
Jx := [�x; x] if x � 0 and Jx := [x; �x] if x � 0 . Hence, if the density�
satisfies condition (6) with this choice of(Jx) (for instance, there existsb > 0 such
that � is decreasing on[b;1) and increasing on(�1;�b] ), then by (7) we have
that � 2 implies �(x)�� 2 W for all � > 0 .

(c): If := x where “x” denotes on of the symbols “bd” or “P” or “R” or
“C” or “1”, then by Thm.4.8 we have � = Wx . In particular, we see thatWx

satisfies stability conditions of Cor.4.2 and in view of the remarks above and the and
results of Section 3, we see that the theorem provide a powerful method of verifying
or falsifying the statement ”� 2 x ”.

Proof: (1): Let �; c; p; q > 0 , � 2 R and w 2 W be given and let us define
v(x) := (1 + jxjp)�1w(�x + �)q for jxj > c and v(x) = 0 for jxj � c . Since
w(�x+ �) = (1 + jxjp)1=q v(x)1=q for all jxj > c , then by Lem.4.1 we havew j= v

and since is lower (�)-directed, then by Thm.4.5 we have thatW is an upper
(j=)-directed complete set of test functions for . Hence, we see thatv 2 W and
that (1) holds.

(2): Immediate consequence of (1).
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(3): Since 1S(x) (1 + jxj)
�p 2 L1(�) , we have (1 + jxj)�p �(x)�1 2 L1(�) and

since �(x)�� 2 W , we see that (3) follows from (1).

(4): Suppose thatM�(r) = 1 for some r > 0 . Then M�(q) = 1 for all
q � r and so we see thatL ` M� for all L 2 M . Hence, by Thm.4.5.1 we have

= Pr(R) and so we have� 2 . Suppose thatM�(r) <1 for all r > 0 . By
assumption, there existc; p > 0 such that �(x) � c jxjp for all jxj � c . Hence,
by Cauchy-Schwartz’ inequality, we have

M�(q) � cq +

Z
jx1�c

jxjq �(x) �(dx) � cq + c

Z
jx1�c

jxjp+q �(dx)

� cq + cM�(2q)
1=2

M�(p)
1=2

for all q > 0 and since M�(p) < 1 , there exists C > 1 such that M�(q) �
Cq (1 +M�(2q)

1=2) for all q � 1 . Hence, we see thatM� ` M� or equivalently
� � � and since � 2 and is lower (�)-directed, we conclude that� 2 .

(7): Let us define �0(x) := �(x)
1+�(x)

and  (x) := �0(x)
q + �0(�x)

q for all

x 2 R . By (5), there exist 
 > 0 and b > a such that �(Jx) � 
 jxj�p for all
jxj � b . Let x � b be given. By (5) and (6) we have

C R�(�x) �

Z
Jx

C�d� +

Z
J
�x

C�d� � �0(x)
q �(Jx) + �0(�x)

q
�(J

�x)

� 
 x�p (�0(x)
q + �0(�x)

q) = 
 x�p  (x)

and since  is an even function such that � �0 , we have

��(�x) = R�(j�xj)
�1 � C



jxjp  (x)�1 � C



jxjp �0(x)

�q

= C

 jxj

p
�
1 + �(x)�1

�q
� 2q C


 jxj
p
�
1 + �(x)�q

�

for all jxj � b . So by Lem.4.1 we see that�� j= �(x)�� for all � > 0 and since
� 2 and is lower (�)-directed, then by Thm.4.5 we have�� 2 W and that
W is upper(j=)-directed. Hence, we see that�(x)�� 2 W for all � > 0 .

Corollary 4.10: Let � 2 Pr(R) be a given probability measure and let� be a Borel
measure onR such that d� = � � d� for some Borel function� : R ! [0;1]
and (1 + jxj)�r 2 L1(�) for some r > 0 . Let a > 0 be a given number and let
f : [a;1) ! [0;1] be a log-exp-convex function satisfying

(1) f(a) < 1 and
Z
1

a

log+ f(x)
1+x2

dx = 1
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Let c ; p ; q ; � > 0 and � 2 R be given numbers. Then we have

(2) If
Z

jxj>c

w(�x+�)q

1+jxjp �(dx) < 1 for some w 2 WC , then � 2 D

(3) If �(x)�p 2 WC , then � 2 C � D

(4) If �(x) ^ 1 � c (1 + jxjq) f(jxj)�p for all jxj > a , then � 2 C � D

Suppose that�([0;1)) = 1 and let h : [a;1)! [0;1) be a log-exp-convex function
satisfying

(6) h(a) < 1 and
Z
1

a

log+ h(x)
1+x3=2

dx = 1

Then we have

(7) If
1P
n=1

M�(n)
� 1

2n = 1 , then � 2 D

(8) If
Z 1

c

w
�p

x
�q

1+jxjp �(dx) < 1 for some w 2 WC , then � 2 D

(9) If �(x2)�p 2 WC , then � 2 D

(10) If �(x2) ^ 1 � c (1 + jxjq) f(x)�p for all x > a , then � 2 D

(11) If �(x) ^ 1 � c (1 + jxjq)h(x)�p for all x > a , then � 2 D

Remark: Let a > 0 be given number and letf : (a;1) ! (0;1) be given
function. Since f is log-exp-convex on(a;1) if and only if log f(ex) is convex
on (log a;1) , it follows easily that f is log-exp-convex on(a;1) if and only if f

is absolutely continuous with an a.e. derivativef 0 satisfying x
xf 0(x)
f(x) is increasing

on (a;1) . In particular, we see the so-calledLin condition in [18] is equivalent to
log-exp-convexity of �(x)�1 on (a;1) for some a > 0 . Since (4) and (10) hold
with f(x) = h(x) := �(x)�1 and the Lebesgue measure� satisfies the integrability
condition (1 + jxj)�r 2 L1(�) for all r > 1 , we see that the corollary extends the
results in [18]. Moreover, we see that the results in [18] holds whenever the density is
taken with respect to a Borel measure� satisfying (1 + jxj)�r 2 L1(�) for some
r > 0 and the density�(x) satisfies one of the hypotheses of (2)–(4) or (7)–(10).
In particular, we see that the results of the corollary (and of [18]) applies to discrete
probability measures supported by a countable setD satisfying

P
x2D(1+jxj)

�r <1
for some r > 0 (see [12] and [13] for more information about determinacy of discrete
measures).

Proof: (1) and (2) are immediate consequences of Thm.4.8 and Thm.4.9.1+2. Let us
define v(x) := f(jxj) if jxj > a and v(x) := 0 if jxj � a . By (1) and (2.2),
we see that0 < f(x) � 1 for all x � a and that J := fx � a j f(x) < 1g is
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an interval containinga . Suppose thatJ is unbounded and letb > a be given. If
a < x < b , then we havex = a1�� b� for some 0 < � < 1 and since J = [a;1)
and f is log-exp-convex, we have

0 < f(x) � f(a)1�� f(b)� � (1 + f(a)) (1 + f(b)) <1 8 a < x < b

Hence, if J is unbounded, then by (1) we have
R
1

�
log+ f(x)
1+x2 dx =1 for all � � a

and if J is bounded this holds trivially. So, by Lem.2.5.7 and Thm.3.3.7 we see that
v 2 WC and if �(x) ^ 1 � c (1 + jxjq) f(jxj)�p for all jxj > a , then we have

v(x)p = f(jxj)p � c (1 + jxjq) (u(x) _ 1) � c (1 + jxjq) (1 + u(x)) 8 jxj > a

where u(x) := �(x)�1 . Since WC is (j=)-directed (see Thm.4.8), then by Lem.4.1
we have u 2 WC and so we see that (3) follows from (2).

(7): Suppose that �([0;1)) = 1 and that
P
1

n=1 M�(n)
�

1

2n = 1 . Let
�1(B) = �(B � 1) denote image measure of� under the map x x + 1 . If
� 2 bd , then (7) holds trivially. So suppose that� 62 bd . Then we have
limq!1 M�(q) = 1 and so there existsk � 1 such that M�(q) � 1 for all
q � 1 . Let n � k be a given integer. Sincex (1 + x)n is convex on [0;1) ,
we have (1 + x)n � 2n�1 (1 + xn) for all x � 0 and since M�(n) � 1 and
�([0;1)) = 1 , we have

M�1(n) =

Z
R

(1 + x)n �(dx) =

Z 1
0

(1 + x)n �(dx) � 2n�1(1 +M�(n)) � 2nM�(n)

Hence, we have
1P
n=1

M�1(n)
� 1

2n �
1P
n=k

M�1(n)
� 1

2n � 1p
2

1P
n=k

M�(n)
� 1

2n =1

So by Thm.1.11 in [16; p.20] we have that�1 is Stieltjes determined and since
�1([1;1)) = 1 , then by [6; Corollary p.481] we have that�1 2 D but then it
follows easily that � 2 D .

(8)–(11): Suppose that�([0;1)) = 1 . Then we have d� = � � d�0 where
�0(B) := �(B \ [0;1)) for all B 2 B(R) . Let � and � denote the image
measures of� and �0 under the mapx

p
jxj . Since d� = � � d�0 , we have

�(dx) = �(x2) �(dx) and since (1 + jxj)�p 2 L1(�) , it follows easily that we have
(1 + jxj)�2p 2 L1(�) . SinceZ

R

u(x) �(dx) =

Z
1

0

u(x) �(dx) =

Z
1

0

u
�p

x
�
�(dx) 8 u 2 B+(R)

then by (1)–(3) we see that� 2 C under each of the hypotheses in (8)–(10). Since
h is log-exp-convex on[a;1), then so is g(x) := h(x2) on [

p
a;1) and a simple

substitution shows thatg satisfies (1) witha replaced by
p
a . Hence, by (3) we see

that � 2 C under each of the hypotheses in (8)–(11) and sinceM�(q) = M�(2q)
for all q > 0 , then by Thm.3.1.3 we have

1P

n=1

M�(n)
�

1

2n =
1P

n=1

M�(2n)
�

1

2n =1

So by (7) we conclude that� 2 D under each of the hypotheses in (8)–(11).
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