
ON A SEMILINEAR BLACK AND SCHOLES PARTIAL

DIFFERENTIAL EQUATION FOR VALUING AMERICAN OPTIONS.

PART II: APPROXIMATE SOLUTIONS AND CONVERGENCE

FRED E. BENTH, KENNETH H. KARLSEN, AND KRISTIN REIKVAM

Abstract. In [7], we proved that the American (call/put) option valuation problem
can be stated in terms of one single semilinear Black and Scholes partial di�erential
equation set in a �xed domain. The semilinear Black and Scholes equation constitutes
a starting point for designing and analyzing a variety of \easy to implement" numerical
schemes for computing the value of an American option. To demonstrate this feature,
we propose and analyze an upwind �nite di�erence scheme of \predictor{corrector type"
for the semilinear Black and Scholes equation. We prove that the approximate solutions
generated by the predictor{corrector scheme respect the early exercise constraint and
that they converge uniformly to the the American option value. A numerical example is
also presented. Besides the predictor{corrector schemes, other methods for constructing
approximate solution sequences are discussed and analyzed as well.
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1. Introduction

Let T > 0 be �xed and t < T . Suppose that the price dynamics of a dividend paying stock
Xs is governed by a geometric Brownian motion (under the unique equivalent martingale
measure Q), i.e., it evolves according to the stochastic di�erential equation

dX(s) = (r � d)X(s) ds+ �X(s) dW (s); s 2 (t; T ];

where d � 0 is the constant dividend yield for the stock, r � 0 is the risk-free interest rate,
� > 0 is the volatility, and fW (s) j s 2 [0; T ]g is a standard Brownian motion. Starting at
time t with initial condition X(t) = x, it is well known that the arbitrage-free value of an
American option with expiration at time T is given by

(1.1) V (t; x) = sup
t���T

E
t;x
�
e�r(��t)g(X(�))

�
;

where the supremum is taken over all Ft stopping times � 2 [t; T ], E t;x denotes expectation
under the equivalent martingale measure conditioned on X(t) = x, and g : R ! R is the
payo� function. Herein we will focus on call and put options, i.e. options with payo�,

(1.2) g(x) =

(
(x�K)+; call option;

(K � x)+; put option;

where K > 0 is the strike price. In this paper, we use DuÆe [10], Karatzas and Shreve
[17], Musiela and Rutkowksi [19], and Myneni [20] as general references on the American
option valuation problem.
In the literature one can �nd two main approaches for determining the function V in

(1.1): (i) The free boundary problem formulation. (ii) The quasi-variational inequality
formulation. It is well known that there is no explicit formula for V , as opposed to the
value of an European option for which an analytical formula exists. Consequently, with
both approaches one has to resort to numerical schemes for �nding V . However, the
two approaches lend themselves to di�erent numerical schemes. We refer to [10, 17, 19,
20] (and also the references therein) for mathematical and numerical aspects of the free
boundary problem and quasi-variational inequality formulations as well as their advantages
and disadvantages.
In [7], we presented a new approach for determining the value of an American option.

The function V in (1.1) is the value function of an optimal stopping problem for which the
dynamic programming principle holds [24]. Using the dynamic programming principle, we
proved in [7] that V uniquely solves (in a viscosity solution sense) the following semilinear
Black and Scholes equation set in a �xed domain:

(1.3) @tv + (r � d)x@xv +
1

2
�2x2@2xv � rv = �q(x; v); (t; x) 2 QT ;

where QT denotes the time-space cylinder [0; T ) � [0;1). The nonlinear reaction term
q : R � R ! [0;1) takes the form

(1.4) q(x; v) = c(x)H(g(x)� v);
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with c : R ! [0;1) being the \cash 
ow" function

(1.5) c(x) =

(
(dx� rK)+; call option;

(rK � dx)+; put option;

and H : R ! f0; 1g the Heaviside function

(1.6) H(�) =

(
0; � < 0;

1; � � 0:

We augment (1.3) with the terminal condition

(1.7) v(T; x) = g(x); x 2 [0;1);

where g is the payo� function in (1.2). One should note that in (1.3) there is no free
boundary that need to be computed as part of the solution nor are there \side constraints"
that need to be satis�ed by the solution (as opposed to the quasi-variational formulation).
We refer to [7] for the motivation behind the semilinear Black and Scholes equation (1.3)
and its rigorous derivation from (1.1) via the dynamic programming principle. We also refer
to [7] for an overview of relevant literature. Here we only mention that (1.3) can be viewed
as an in�nitesimal (partial di�erential equation) version of the well known early exercise
premium representation of the American option (i.e., the separation of the American option
price into the corresponding European option price plus an early exercise premium) and
that an initial motivation for our work in [7] was [18].
It was pointed out in [7] that the semilinear Black and Scholes equation does not make

sense as it stands in (1.3) if classical (i.e., C1;2) solutions | or more generally continuous
viscosity solutions [9, 11] | are sought. This is related to the fact that the nonlinearity
v 7! q(x; v) in (1.3) is discontinuous. Guided by the dynamic programming principle, we
suggested in [7] a suitable de�nition of a viscosity solution for (1.3). We recall this de�nition
in Section 2 of the present paper. It was proved in [7] that the function V de�ned in (1.1)
is the unique such viscosity solution of (1.3) satisfying the terminal condition (1.7). In
other words, the terminal value problem (1.3){(1.7) constitutes an alternative formulation
of the American (call/put) option valuation problem.
From a practical point of view, the advantage with the semilinear Black and Scholes

equation (1.3) is that it suggests a natural recipe for constructing \easy to implement"
numerical schemes for valuing American options. In fact, any European option solver can
be turned into an American option solver via (1.3). In Section 4, we device an upwind
�nite di�erence scheme of \predictor{corrector type" for (1.3). From (1.1), it is seen that
the American option value V always satis�es the early exercise constraint

(1.8) V � g on QT :

The suggested predictor{corrector scheme automatically satis�es a discrete analog of (1.8).
Using the the Barles{Ishii{Perthame weak viscosity limit method [9, 11], we give an easy
L1loc (i.e., uniform on compacta) convergence proof for the predictor{corrector scheme. A
numerical example is presented in Section 6.
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We must stress that the particular numerical scheme studied herein is chosen just for its
simplicity in terms of presentation, mathematical analysis, and implementation. But, at
the same time, this simple choice illustrates the basic advantages of using the semilinear
Black and Scholes equation (1.3) as the governing partial di�erential equation for American
option valuation. In practical applications, however, one should use numerical schemes that
result from a more sophisticated discretization of (1.3) than the one used herein. We leave
this as a challenging topic for future work.
In addition to the numerical scheme, we also analyze various sequences of \semi{discrete

approximate solutions", which are obtained by solving \approximate semilinear Black and
Scholes equations" in which the discontinuous right-hand side q in (1.3) has been replaced
by some continuous approximation. This is the topic of Section 3. Related to this, let us
mention that some of the so-called penalty schemes found in recent computational �nance
literature (see, e.g., [12, 21, 25]) can be interpreted as numerical schemes obtained by
discretizing an approximate semilinear Black and Scholes equation. A consequence of this
point of view is that one can adopt the techniques developed herein to give easy convergence
proofs for penalty schemes. We make a further remark about this in Section 4.
To demonstrate that the mathematical framework herein can be used to analyze other

numerical schemes for valuing American options as well, we give in Section 5 a rather
elementary convergence proof for a numerical scheme based on the classical Brennan and
Schwartz algorithm [8] and the �nite di�erence approach.
Finally, we mention that future work will be devoted to extending the semilinear Black

and Scholes equation and its mathematical/numerical theory to the multi-asset setting.

2. Viscosity solutions

In this section, we recall from [7] the de�nition of a viscosity solution for the semilinear
Black and Scholes equation. For a general introduction to the viscosity solution theory,
we refer to Crandall, Ishii, and Lions [9] and Fleming and Soner [11]. We also recall from
[9, 11] how to perform weak limit operations with viscosity solutions. This will be needed
later when we prove convergence of various sequences of approximate solutions.
Before stating the de�nition of a viscosity solution, we need to introduce some notation.

We start with the following spaces of semicontinuous functions:

USC
�
QT

�
=
n
v : QT ! R [ f�1g

�� v is upper semicontinuous
o
;

LSC
�
QT

�
=
n
v : QT ! R [ f+1g

�� v is lower semicontinuous
o
:

Next, C�;�
�
QT

�
denotes the space of functions on QT that are � � 0 times continuously

di�erentiable in t and � � 0 times continuously di�erentiable in x. The space of continuous
functions on QT is denoted by C

�
QT

�
, i.e., C

�
QT

�
= C0;0

�
QT

�
.

In what follows, we will need the nonlinear functions q�; q� : R � R ! [0;1) de�ned by

(2.1) q�(x; v) = c(x)H�(g(x)� v); q�(x; v) = c(x)H�(g(x)� v);
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where H�; H� : R � R ! [0;1) are de�ned as

H�(�) =

(
0; � < 0;

1; � � 0;
H�(�) =

(
0; � � 0;

1; � > 0:

Remark. Observe that q� and q� are respectively upper and lower semicontinuous on
R�R . Moreover, we have q� � q� and q� � q. In fact, q� and q� are respectively the upper
and lower semicontinuous envelopes of the nonlinear function q de�ned in (1.6) (see [7]).

The fact that the mapping v 7! q(x; v) is discontinuous makes it a non-trivial matter
to decide what one should mean by a viscosity solution or even a classical C1;2 solution
of (1.3). Using the dynamic programming principle in optimal stopping theory, we show
in [7] that the notion of viscosity solution found in De�nition 2.1 below is the natural
one; that is, it identi�es the American option value as the unique viscosity solution of
the terminal value problem (1.3){(1.7). Remarkably, it turns out that this de�nition of a
viscosity solution is an adaption to our setting of the one used by Ishii [13] for �rst order
Hamilton-Jacobi equations with discontinuous Hamiltonians.

De�nition 2.1. (i) A locally bounded function v 2 USC
�
QT

�
is a viscosity subsolution

of (1.3) if and only if 8� 2 C1;2
�
QT

�
we have:(

for each (t; x) 2 QT being a local maximizer of v � �;

@t�(t; x) + (r � d)x@x�(t; x) +
1
2
�2x2@2x�(t; x)� rv(t; x) + q�(x; v(t; x)) � 0:

(2.2)

If, in addition, vjt=T � g on [0;1), then v is a viscosity subsolution of (1.3){(1.7).
(ii) A locally bounded function v 2 LSC

�
QT

�
is a (viscosity) supersolution of (1.3) if and

only if 8� 2 C1;2
�
QT

�
we have:(

for each (t; x) 2 QT being a local minimizer of v � �;

@t�(t; x) + (r � d)x@x�(t; x) +
1
2
�2x2@2x�(t; x)� rv(t; x) + q�(x; v(t; x)) � 0:

(2.3)

If, in addition, vjt=T � g on [0;1), then v is a viscosity supersolution of (1.3){(1.7).
(iii) A function v 2 C

�
QT

�
is a viscosity solution of (1.3) if and only if it is simultaneously

a viscosity sub{ and supersolution of (1.3). If, in addition, vjt=T = g on [0;1), then v is
a viscosity solution of the terminal value problem (1.3){(1.7).

Remark. For convenience, we adopt the terms subsolution and supersolution instead of
viscosity subsolution and viscosity supersolution. Furthermore, it is well known (see e.g.
[9, 11]) that we can replace \local" by \strict local" or \global" by \strict global". We
can also assume that the extremum of v � � has the value zero. There are equivalent
formulations of sub{ and supersolutions based on so-called semijets (or semidi�erentials).
These formulations were used in [7], but they will not be needed in this paper.

Remark. Note that if v is a subsolution (supersolution) for x > 0, then it is automatically
a subsolution (supersolution) for x � 0. We refer to [7] for a proof of this result.
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The remaining part of this section is devoted to weak (half-relaxed) limit operations with
viscosity solutions [9, 11]. This will set the scene for the convergence proofs presented in
the subsequent sections. Regarding limit operations with viscosity solutions, the following
comparison principle will be of fundamental importance:

Theorem 2.1 ([7]). Let vsub and vsup be respectively a sub{ and supersolution of (1.3){
(1.7). Suppose there exists a �nite constant C such that

(2.4) vsub(t; x);�vsup(t; x) � C (1 + x) ; (t; x) 2 QT ;

Then we have
vsub � vsup on QT :

Later we shall repeatedly be faced with the problem of passing to the limit as " # 0 in
various sequences v" : QT ! R of approximate solutions. A natural procedure for doing so
is to prove that v" is uniformly bounded (in ") as well as equicontinuous on compacta. The
Ascoli-Arzela compactness theorem then gives L1loc (i.e., uniform on compacta) convergence
along a subsequence of v" to a locally bounded and continuous function v. However, a
merit of the viscosity solution theory is that one can dispense with the equicontinuity
estimate provided there is a comparison principle in the class of semicontinuous sub{
and supersolutions (Theorem 2.1). This limiting procedure is known as the Barles{Ishii{
Perthame weak limit method [3, 14]. For completeness, we recall here the de�nitions of
the upper and lower weak (or half-relaxed) limits of v".

De�nition 2.2. Suppose v" is locally uniformly bounded. (i) The upper weak limit of v",
denoted by v, is de�ned as

v(t; x) = lim sup
QT3(s;y)!(t;x)

"#0

v"(s; y)

= lim
Æ#0

sup
n
v"(s; y)

�� (s; y) 2 QT ; jt� sj; jx� yj � Æ; 0 < " � Æ
o
:

(ii) The lower weak limit of v", denoted by v, is de�ned as

v(t; x) = lim inf
QT3(s;y)!(t;x)

"#0

v"(s; y)

= lim
Æ#0

inf
n
v"(s; y)

�� (s; y) 2 QT ; jt� sj; jx� yj � Æ; 0 < " � Æ
o
:

Since v" is locally uniformly bounded, the weak limits v and v are well-de�ned (�nite).
Some properties (to be used later) of the weak limits are given in the next lemma (whose
proof can found in, e.g., [9, 11]).

Lemma 2.1. (i) The upper weak limit v belongs to USC
�
QT

�
and the lower weak limit v

belongs to LSC
�
QT

�
. (ii) If v = v = v on a compact subset of QT , then v is continuous and

v" ! v in L1 (i.e., uniformly) on this set as " # 0. (iii) Let v" 2 USC
�
QT

�
(LSC

�
QT

�
)

be locally uniformly (in ") bounded. Let (t; x) 2 QT be a strict local maximizer of v � �
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(minimizer for v � �), � 2 C1;2
�
QT

�
. Then there exist subsequences, which we do not

relabel, (t"; x")! (t; x) and v"(t"; x")! v(t; x) (v(t; x)) as " # 0 such that (t"; x") is a local
maximizer (minimizer) of v" � � for each " > 0.

Regarding the general use of the weak limit method as a tool for proving convergence
of approximate solutions of fully nonlinear degenerate second order partial di�erential
equations, we refer [4, 9, 11] and the references therein. For some concrete applications to
partial di�erential equations arising in �nance theory, see [1, 2] and the references therein.

3. Semi{discrete approximations

In this section we present and analyze several examples of \semi{discrete" approximate
solutions of the semilinear Black and Scholes equation (1.3). These approximations can
be used to construct \fully discrete" numerical schemes for computing the value of an
American option (see, e.g., [12, 21, 25] as well as Section 5 herein). We also introduce
the basic techniques for analyzing approximate solution sequences associated with the
semilinear Black and Scholes equation.
Let us start with the classical penalization technique [5, 6], which considers the following

equation for each " > 0:

(3.1) @tv" + (r � d)x@xv" +
1

2
�2x2@2xv" � rv" = �

1

"
(g(x)� v")

+ ; (t; x) 2 QT ;

with terminal data

(3.2) v"(T; x) = g(x); x 2 [0;1):

From standard viscosity solution theory [9, 11], we know that there exists a unique viscosity
solution v" to (3.1){(3.2) satisfying 0 � v" � C (1 + x) on QT , where the constant C is
independent of ". Regarding the penalization method, we have the following theorem:

Theorem 3.1. Let v be the unique viscosity solution of (1.3){(1.7). For each " > 0, let
v" be the unique viscosity solution of (3.1){(3.2). Then v" ! v in L1loc

�
QT

�
as " # 0.

Proof. Let v and v be the upper and lower weak limits of v" (see De�nition 2.2). From
Lemma 2.1, v 2 USC

�
QT

�
and v 2 LSC

�
QT

�
. Obviously, 0 � v; v � C(1 + x) on QT .

We prove �rst that v is a supersolution of (1.3){(1.7), starting with the terminal condition
(1.7). To get a contradiction, suppose there exist y 2 [0;1) and Æ > 0 such that v(T; y) �
g(y) � Æ. Pick sequences (t"; x") ! (T; y) and v"(t"; x") ! v(T; y) as " # 0. Because of
(3.2), t" < T 8" � "0 for some "0 > 0. We next pick a function ~g 2 C2 ([0;1)) such that
~g � g on [0;1), ~g(y) = g(y) � Æ

2
, and ~g = Const on [ ~K;1) with ~K > y. De�ne the

function G = �C(T � t) + ~g for a constant C > 0. Observe that G < g on QT . By an
appropriate choice of C, G turns out to be a subsolution of (3.1){(3.2):

@tG(t; x) + (r � d)x@xG(t; x) +
1

2
�2x2@2xG(t; x)� rG(t; x) +

1

"

�
g(x)�G

�+
� C + (r � d)x@x~g(x) +

1

2
�2x2@2x~g(x)� r~g(x);
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By choosing

C � � min
x2[0;1)

n
(r � d)x@x~g(x) +

1

2
�2x2@2x~g(x)� r~g(x)

o
;

we see that G becomes a subsolution. Observe that the minimum is �nite since ~g = Const
on [ ~K;1). The comparison principle for (3.1){(3.2) (see [9, 11]) implies v" � G on QT for
any " 2 (0; "0]. Sending " # 0, we get v � G on QT and, in particular, v(T; y) � ~g(y) =
g(y) � Æ

2
, which is a contradiction. This concludes the proof of the terminal condition

vjt=T � g on [0;1). Next we prove that v is a supersolution of (1.3). Let (t; x) 2 QT be
a strict local minimizer of v � �, � 2 C1;2

�
QT

�
. First, we claim that

(3.3) v(t; x) � g(x):

To get a contradiction, suppose v(t; x) � g(x) � Æ for some Æ > 0. Applying Lemma 2.1,
there exist sequences (t"; x") ! (t; x) and v"(t"; x") ! v(t; x) as " # 0 such that (t"; x") is
a local minimizer of v" � � for each ". Obviously, there exists an "(Æ) > 0 such that

v"(t"; x") � g(x")�
Æ

2
; 8" � "(Æ):

In view of this and since v" is a supersolution of (3.1), we have (for " small enough)

@t�(t"; x") + (r � d)x"@x�(t"; x") +
1

2
�2x2"@

2
x�(t"; x")� rv"(t"; x")

� �
1

"
(g(x")� v"(t"; x")) � �

Æ

2"
:

Sending " # 0 in this inequality gives a contradiction since the left-hand side converges to
a �nite number while the right-hand side converges to �1. This proves (3.3), which in
turn implies q� (x; v(t; x)) = 0. To conclude the proof of the supersolution property of v at
(t; x), it only remains to send " # 0 in the inequality

@t�(t"; x") + (r � d)x"@x�(t"; x") +
1

2
�2x2"@

2
x�(t"; x")� rv"(t"; x") � 0:

In [7], it is proved that g is a subsolution of (1.3){(1.7). We have just proved that v is
a supersolution of (1.3){(1.7). Consequently, Theorem 2.1 tells us that

(3.4) v; v � g on QT :

We prove next that v is a subsolution of (1.3){(1.7), starting with the terminal condition
(1.7). To get a contradiction, suppose there exist y 2 [0;1) and Æ > 0 such that v(T; y) �
g(y) + Æ. Pick sequences (t"; x") ! (T; y) and v"(t"; x") ! v(T; y) as " # 0. Because of
(3.2), t" < T 8" � "0 for some "0 > 0. We next pick a function ~g 2 C2 ([0;1)) such that
~g � g on [0;1), ~g(y) = g(y) + Æ

2
, and ~g = g on [ ~K;1) with ~K > max(y;K). De�ne the

function G = C(T � t) + ~g and note that G � g on QT . Following the same calculation as
in the subsolution case, we see that by choosing

C � max
x2[0;1)

n
(r � d)x@x~g(x) +

1

2
�2x2@2x~g(x)� r~g(x)

o
;
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G becomes a supersolution of (3.1){(3.2). Note that the maximum is �nite: For x > ~K
we have ~g = g. Thus, for a call option ~g(x) = x � K for x > ~K, and the expression
inside the curly brackets is equal to �dx + rK � �d ~K + rk. For a put option, on the
other hand, ~g(x) = 0 for x > ~K. The comparison principle for (3.1){(3.2) (see [9, 11])
then implies v" � G on QT for any " 2 (0; "0]. Sending " # 0, we get v � G on QT and
thus v(T; y) � ~g(y) = g(y) + Æ

2
, which is a contradiction. Hence vjt=T � g on [0;1). Let

us now prove that v is a subsolution of (1.3). Let (t; x) 2 QT be a strict local maximizer
of v � �, � 2 C1;2(QT ). We use again Lemma 2.1 to �nd sequences (t"; x") ! (t; x) and
v"(t"; x") ! v(t; x) as " # 0 such that (t"; x") is a local maximizer of v" � � for each ". If
v(t; x) = g(x), then we use (3.4) and argue as follows: Since v(t; x) = g(x) and v � g on
QT , we conclude that g�� has a local maximum at (t; x). Since g is a subsolution of (1.3)
(see [7]), (2.2) follows. Finally, if v(t; x) > g(x), then it is clear that v"(t"; x") > g(x") for
any " suÆciently small. Since v" is a subsolution of (3.1), we have (for any " small enough)

@t�(t"; x") + (r � d)x"@x�(t"; x") +
1

2
�2x2"@

2
x�(t"; x")� rv"(t"; x") � 0:

Since v(t; x) > g(x), q� (x; v(t; x)) = 0. Sending " # 0 in the above inequality thus yields
the subsolution property of v at (t; x).
Theorem 2.1 gives that v � v, and thus v = v = v. Lemma 2.1 then concludes the proof

of the theorem. �

Let q" : R � R ! R designate a reasonable approximation to q. The term \reasonable"
will be made precise through conditions (3.12) and (3.13) in Lemma 3.1 below. Another
way to construct semi{discrete approximate solutions to the semilinear Black and Scholes
equation (1.3) is then to consider the following equation for each " > 0:

(3.5) @tv" + (r � d)x@xv" +
1

2
�2x2@2xv" � rv" + q"(x; v") = 0; (x; t) 2 QT ;

which is augmented with terminal data

(3.6) v"(T; x) = g(x); x 2 [0;1):

Let us look at some choices of q" of the form

(3.7) q"(x; v) = c(x)H"(g(x)� v); " > 0;

where H" : R ! R is an approximation to the Heaviside function (1.6). One example may
be the \symmetric approximation"

(3.8) H"(�) =

8><
>:
0; � < �";
�+"
2"
; �" � � < ";

1 � � ":
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Similarly, we have \approximation from above"

(3.9) H"(�) =

8><
>:
0; � < �";
�+"
"
; �" � � < 0;

1 � � 0;

as well as \approximation from below"

(3.10) H"(�) =

8><
>:
0; � < 0;
�

"
; 0 � � < ";

1 � � ":

Our �nal example is (there are of course in�nitely many more and they do not need to be
smooth as is the case with the examples here)

(3.11) H"(�) =
"

"� ��
:

From standard viscosity solution theory [9, 11], we know that for any reasonable q" there
exists a unique viscosity solution v" of (3.1){(3.2) satisfying 0 � v" � C (1 + x) on QT ,
where the constant C is independent of ". The next lemma shows that viscosity solutions
(in the sense of De�nition 2.1) are stable with respect to weak limits.

Lemma 3.1. For each " > 0, let q" be a locally uniformly bounded function such that the
comparison principle holds for (3.5){(3.6), and v" 2 USC

�
QT

�
(LSC

�
QT

�
) be a locally

uniformly bounded subsolution (supersolution) of (3.5){(3.6). . Suppose there exist "0 > 0
and �nite constants C;C � 0 such that

(3.12)
q"(x; v) � c(x) + C whenever g(x)� v < 0 and " � "0;

q"(x; v) � c(x)� C whenever g(x)� v > 0 and " � "0;

where the \cash 
ow" function c is de�ned in (1.5). Let q and q be respectively the upper
and lower weak limits of q". If

(3.13) q(x; v) � q�(x; v) 8(x; v) 2 R � R; q(x; v) � q�(x; v) 8(x; v) 2 R � R;

where q�; q� are de�ned in (2.1), then the upper weak limit v (lower weak limit v) of v" is
a subsolution (supersolution) of (1.3){(1.7).

Proof. From Lemma 2.1, v is upper semicontinuous and v is lower semicontinuous. Also,
there holds that 0 � v; v � C(1+x) on QT . Let us now prove that v satis�es the terminal
condition. To this end, choose a function ~g 2 C2 ([0;1)) such that ~g � g on [0;1),
k~g�gkL1([0;1)) � Æ for some Æ > 0, and ~g = g on [ ~K;1) with ~K > K. De�ne the function
G = C(T � t) + ~g for a constant C > 0, and note that G > g on QT . Observe that, for
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any " � "0 and (t; x) 2 QT ,

(3.14)

@tG(t; x) + (r � d)x@xG(t; x) +
1

2
�2x2@2xG(t; x)� rG(t; x) + q"(x;G(t; x))

� �C + (r � d)x@x~g(x) +
1

2
�2x2@2x~g(x)� r~g(x) + q"(x;G(t; x))

� �C + (r � d)x@x~g(x) +
1

2
�2x2@2x~g(x)� r~g(x) + c(x) + C;

where we have used (3.12) to derive the second inequality. Now choose

C � C + max
x2[0;1)

�
(r � d)x@x~g(x) +

1

2
�2x2@2x~g(x)� r~g(x) + c(x)

�
:

Note that the maximum is �nite since

(r � d)x@x~g(x) +
1

2
�2x2@2x~g(x)� r~g(x) = �c(x); x > ~K:

Plugging this C into (3.14), we conclude that G is a supersolution of (3.5) and obviously
also of (3.5){(3.6) (at least when " � "0). The comparison principle for (3.5){(3.6) (see
[9, 11]) then implies v" � G on QT for any " � "0. Hence v � G on [0;1) and, in
particular, there holds that v(T; x) � ~g(x) � g(x) + Æ for x 2 [0;1). Since Æ > 0 was
arbitrary, we conclude that vjt=T � g on [0;1). Similarly, we can prove that v satis�es
the terminal condition. This time we choose a function ~g 2 C2 ([0;1)) such that ~g � g
on [0;1), k~g � gkL1([0;1)) � Æ, and ~g = g on [ ~K;1) with ~K > K. De�ne the function
G = �C(T � t) + ~g for a constant C > 0, and note that G < g on QT . In view of (3.12),
it is not diÆcult to see that if we choose C so that

C � C � min
x2[0;1)

�
(r � d)x@x~g(x) +

1

2
�2x2@2x~g(x)� r~g(x) + c(x)

�
;

then G becomes a subsolution of (3.1){(3.2) whenever " � "0. The comparison principle
for (3.5){(3.6) (see [9, 11]) then implies v" � G on QT (for small enough "). We now end
the proof as we did for v and obtain vjt=T � g on [0;1).
Next we prove that v; v are respectively sub{ and supersolutions of (1.3). We present

here only the subsolution proof (the supersolution proof is similar). Let (t; x) 2 QT be
strict local maximizer of v��, � 2 C1;2

�
QT

�
. Applying Lemma 2.1, there exist sequences

(t"; x")! (t; x) and v"(t"; x")! v(t; x) as " # 0 such that each (t"; x") is a local maximizer
of v" � �, and hence

(3.15)
@t�(t"; x") + (r � d)x"@x�(t"; x") +

1

2
�2x2"@

2
x�(t"; x")� rv"(t"; x")

+ q" (x"; v"(t"; x")) � 0;

or, after rearranging,

(3.16)

q" (x"; v"(t"; x")) � �@t�(t"; x")� (r � d)x"@x�(t"; x")

�
1

2
�2x2"@

2
x�(t"; x") + rv"(t"; x"):
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Obviously, by (3.13) and the de�nition of q, we have

q� (x; v(t; x)) � q (x; v(t; x)) � lim sup
"#0

q"(x"; v"(t"; x")):

Hence, taking lim sup on both sides in (3.16) and observing that lim sup coincides with lim
on the right-hand side, we have the subsolution property of v at (t; x):

@t�(t; x) + (r � d)x@x�(t; x) +
1

2
�2x2@2x�(t; x)� rv(t; x) + q� (x; v(t; x)) � 0:

�

A consequence of the previous lemma is the following theorem:

Theorem 3.2. For each " > 0, suppose q" is a locally uniformly bounded function such
that the comparison principle holds for (3.5){(3.6), (3.12) and (3.13) hold, and v" is a
locally uniformly bounded viscosity solution of (3.5){(3.6). Then v" ! v as " # 0, where v
is the unique viscosity solution of (1.3){(1.7). The convergence takes place in L1loc

�
QT

�
.

Proof. By de�nition, v � v on QT . From Lemma 3.1, v and v are respectively sub{ and
supersolutions of (1.3){(1.7) and v is a supersolution of (1.3){(1.7). Theorem 2.1 yields
therefore v � v on QT , and hence v = v = v is the viscosity solution of (1.3). The uniform
convergence follows from Lemma 2.1. �

Regarding the choices of q" discussed above, we have the following convergence theorem:

Theorem 3.3. For each " > 0, let v" be the unique viscosity solution of (3.5){(3.6) with
q" de�ned via (3.7) and one of the choices (3.8), (3.9), (3.10), or (3.11). As " # 0, v"
converges in L1loc

�
QT

�
to the unique viscosity solution v of (1.3){(1.7).

Proof. In what follows, let q" be any one of the choices mentioned in the theorem. Standard
viscosity solution theory [9, 11] provides us with the existence of a unique viscosity solution
of (3.5){(3.6) satisfying 0 � v" � C (1 + x) on QT , where C is independent of ". Moreover,
the comparison principle holds. It is easy to check that q" satis�es (3.12) and that the
upper and lower weak limits q of and q of q" coincide with q� and q� respectively. Hence
an application of Theorem 3.2 concludes the proof. �

4. The Predictor{corrector scheme

The semilinear Black and Scholes equation (1.3) provides a natural recipe for turning
any numerical scheme for the European option valuation problem into a numerical scheme
for the American option valuation problem. We have chosen to illustrate this feature
by devising a very simple explicit upwind �nite di�erence scheme of \predictor{corrector
type"for (1.3). It will become apparent, however, that everything presented in this section
can be extended to other (more sophisticated) numerical schemes for (1.3).
To implement a numerical scheme on a computer, we must truncate the in�nite domain

[0;1) to a �nite domain [0; L), where L < 1 is �xed, and then provide a reasonable
boundary condition at x = L (see (4.7) below). The truncation technique is a classical one
in numerical �nance (see [2] for a theoretical investigation of it). The choice of boundary
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condition at x = L will not a�ect the theoretical convergence analysis given later. The
reason is that we will let L " 1 as �x # 0 in the convergence analysis.
Let �x > 0 and �t > 0 be the spatial and temporal discretization parameters, respec-

tively. The spatial domain [0; L] is then discretized into grid cells

Ij =
�
xj� 1

2

; xj+ 1

2

�
; j = 1; : : : ; JL � 1;

where x` = `�x for ` = 0; 1
2
; 1; : : : ; JL � 1; JL �

1
2
; JL. Furthermore, we set I0 = [0; x 1

2

)

and IJL = [xJL� 1

2

; xJL]. Choose the integer JL such that JL�x = L. For the convergence

analysis, we let

(4.1) JL�x = L " 1 as �x # 0:

Similarly, the time interval [0; T ] is discretized into time strips

In = [tn; tn+1); n = N � 1; : : : ; 0;

where tn = n�t for n = 0; : : : ; N . The integer N is chosen such that N�t = T . We denote
by Rn

j the rectangle In � Ij. For j = 0; : : : ; JL and n = N;N � 1; : : : ; 0, V n
j denotes the

predictor-corrector approximation (yet to be de�ned) associated with the point (tn; xj).
We extend the di�erence solution

�
V n
j

	
to all of QL

T = [0; T ]� [0; L] by setting

(4.2) v�(t; x) =

(
V n
j ; (t; x) 2 Rn

j ; j = 0; : : : ; JL; n = N � 1; : : : ; 0;

V N
j ; t = T; x 2 Ij; j = 0; : : : ; JL;

where � is used as short-hand notation for �x. Let us now introduce the explicit predictor{
corrector scheme. To this end, set � = �t

�x
and � = �t

(�x)2
. To simplify the presentation, we

use �+and �� to designate the di�erence operators in the x direction:

�+V
n
j = V n

j+1 � V n
j ; ��V

n
j = V n

j � V n
j�1:

For the same reason, we introduce the upwind numerical 
ux function F : R � R ! R

de�ned by

F (a; b) =

(
b; when r � d � 0;

a; when r � d < 0:

The suggested numerical scheme for (1.3){(1.7), which uses the upwind numerical 
ux
function F for the convection part and centered di�erencing for the parabolic part, takes
the following predictor{corrector form for j = 0; : : : ; JL � 1 and n = N � 1; : : : ; 0:
Predictor step:

(4.3) V
n+ 1

2

j = V n+1
j + �(r � d)xj��F

�
V n+1
j ; V n+1

j+1

�
+ �

1

2
�2x2j���+V

n+1
j ��trV n+1

j :

Corrector step:

(4.4) V n
j = V

n+ 1

2

j +�tc(xj)H
�
g(xj)� V

n+ 1

2

j

�
;

We start the backward iteration (4.3){(4.4) by setting

(4.5) V N
j = g(xj); j = 0; : : : ; JL:
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We will impose the following Dirichlet condition at x = 0:

(4.6) V
n+ 1

2

0 = V n
0 = g(0); n = N � 1; : : : ; 0:

Based on the asymptotic behavior of the American option value (1.1) as x " 1, we will
impose the following Dirichlet condition at x = L:

(4.7) V
n+ 1

2

JL
= V n

JL
= g(L); n = N � 1; : : : ; 0:

Note that when V
n+ 1

2

j � g(xj), the updating formula (4.4) reduces to
(4.8)

V n
j = V n+1

j + �(r � d)xj��F
�
V n+1
j ; V n+1

j+1

�
+ �

1

2
�2x2j���+V

n+1
j ��trV n+1

j +�tc(xj):

Otherwise, (4.4) reduces to

(4.9) V n
j = V n+1

j + �(r � d)xj��F
�
V n+1
j ; V n+1

j+1

�
+ �

1

2
�2x2j���+V

n+1
j ��trV n+1

j :

For the call (put) option we have c(xj) = dxj � rK (rK � dxj) if xj >
r
d
K (< r

d
K)), and

the updating formula (4.8) is possibly in e�ect. Otherwise, c(xj) = 0, and the updating
formula (4.9) is e�ective.
We assume that the following parabolic CFL condition holds:

(4.10) �jr � djL+ ��2L2 +�tr � 1:

Note that when �(= �x) # 0, then also �t # 0 by this condition.
The following lemma shows that the approximate solution v� satis�es the early exercise

constraint (1.8) and possesses (at most) linear growth as x " 1, which implies that the
�nite di�erence scheme (4.4) is L1loc stable.

Lemma 4.1. Suppose the parabolic CFL condition (4.10) holds. Then the predictor{
corrector solution

�
V n
j

	
de�ned by (4.3){(4.4){(4.5){(4.6){(4.7) satis�es

(4.11) V n
j � g(xj); j = 0; : : : ; JL; n = N;N � 1; : : : ; 0:

Consequently, the approximate solution v� de�ned by (4.2) and
�
V n
j

	
satis�es

(4.12) v�(t; x) � g(x)� O(�x); (t; x) 2 QL
T :

Furthermore, there exist �nite constants C1 and C2, independent of �, such that

(4.13) V n
j � C1 + C2xj; j = 0; : : : ; JL; n = N;N � 1; : : : ; 0:

For the call option, C1 = 0 and C2 = 1. For the put option, C1 = K and C2 = 0.
Consequently,

(4.14) v�(t; x) � C1 + C2x+O(�x); (t; x) 2 QL
T :

Proof. The proof is inductive. Observe �rst that statements (4.11) and (4.13) hold for
(j = 0; n = N;N � 1; : : : ; 0), (j = JL; n = N;N � 1; : : : ; 0), and (j = 0; : : : ; JL; n = N).
For (j = 1; : : : ; JL � 1; n = N � 1; : : : ; 0), we assume that a statement holds at time level
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n+ 1 and then seek to prove that it holds at time level n, starting with statement (4.11).

First note that if V
n+ 1

2

j > g(xj), then

V n
j = V

n+ 1

2

j > g(xj);

and we are �nished. In what follows, we therefore assume V
n+ 1

2

j � g(xj), so that

(4.15) V n
j = V

n+ 1

2

j +�tc(xj):

Introducing the function S de�ned by

(4.16)
S
�
xj; V

n+1
j�1 ; V

n+1
j ; V n+1

j+1

�
= V n+1

j + �(r � d)xj��F
�
V n+1
j ; V n+1

j+1

�
+ �

1

2
�2x2j���+V

n+1
j ��trV n+1

j ;

we can write (4.3) as

S
�
xj; V

n+1
j�1 ; V

n+1
j ; V n+1

j+1

�
� V

n+ 1

2

j = 0:

Under the parabolic CFL condition (4.10), it straightforward to check that

@S=@V n+1
j�1 ; @S=@V

n+1
j ; @S=@V n+1

j+1 � 0;

which implies that the �nite di�erence scheme (4.21) is monotone. Set gj = g(xj). Since
by assumption V n+1

j � gj 8j, we then have

V
n+ 1

2

j = S
�
xj; V

n+1
j�1 ; V

n+1
j ; V n+1

j+1

�
� S (xj; gj�1; gj; gj+1) 8j:

Hence

(4.17)
V

n+ 1

2

j � gj + �(r � d)xj��F (gj; gj+1) + �
1

2
�2x2j���+gj ��trgj;

� gj + �(r � d)xj��F (gj; gj+1)��trgj 8j:

where we have used the convexity of g to derive the last inequality. To be concrete in what
follows, we assume r � d < 0, so that (4.17) reads

V
n+ 1

2

j � gj � �(d� r)xj (gj � gj�1)��trgj:

The case r � d � 0 can be treated similarly. We have two cases to consider: (i) xj � K.
Then for the call option

V
n+ 1

2

j � gj � 0 � gj ��tc(xj);

and for the put option

V
n+ 1

2

j � gj +�t(d� r)xj ��tr(K � xj)

= gj ��t(rK � dxj) � gj ��tc(xj):

(ii) xj > K. Then for the call option

V
n+ 1

2

j � gj ��t(d� r)xj ��tr(xj �K)

= gj ��t(dxj � rK) � gj ��tc(xj):



16 BENTH, KARLSEN, AND REIKVAM

and for the put option

V
n+ 1

2

j � gj � 0 � gj ��tc(xj):

Summing up,

(4.18) V
n+ 1

2

j � gj ��tc(xj) 8j:

Plugging this lower bound for V
n+ 1

2

j into (4.15) gives the desired result (4.11).
From (4.11) and the de�nition of v� (see (4.2)), we get (4.12).
Finally, we prove that (4.13) and (4.14) hold, starting with (4.13) and the put option.

Assume that V n+1
j � K 8j. It then follows from from the monotonicity of S that

V
n+ 1

2

j � K(1��tr);

and hence, via (4.4),

V n
j � K(1��tr) + �tc(xj) � K 8j:

For the call option, we assume V n+1
j � xj 8j. Again from the monotonicity of S, we get

V
n+ 1

2

j � xj(1��tr)��t(d� r)xj = xj ��tdxj;

and therefore

V n
j � xj ��tdxj + c(xj) � xj 8j:

This concludes the proof of (4.13), which also implies (4.14). �

Theorem 4.1. Suppose the parabolic CFL condition (4.10) holds. Denote by v the unique
viscosity solution of (1.3){(1.7). Let v� be the approximate solution de�ned by (4.2) and
the predictor{corrector scheme (4.3){(4.4){(4.5){(4.6){(4.7). Then

v� ! v in L1loc
�
QT

�
as � # 0:

Proof. Let v and v be respectively the upper and lower weak limits of v�. We have
v 2 USC

�
QT

�
, v 2 LSC(QT ), and v � v on QT . In view of Lemma 4.1, v; v are �nite

at each point (t; x) 2 QT . More precisely, 0 � v; v � C (1 + x) on QT , for some constant
C > 0. For the moment, suppose that we can prove that v and v are respectively sub{ and
supersolutions of (1.3){(1.7). An application of Theorem 2.1 then gives

(4.19) v � v on QT :

We are thus �nished since this implies v = v on QT and, via Lemma 2.1, the approximate
solution v� converges as � # 0 to the unique viscosity solution v = v = v of (1.3){(1.7).
We will �rst prove that v is subsolution of (1.3). Pick a local maximizer (t; x) of v � �

for some � 2 C1;2(QT ). Without loss of generality, we assume v(t; x) = �(t; x) and that
the maximizer is strict. Moreover, we can assume x > 0. In view of (4.1), there exists
�x0 > 0 such that (t; x) is an interior point of QL

T for any �x < �x0. In what follows, we
assume �x < �x0. In view of Lemma 4.1, we obviously have

(4.20) v; v � g on QT :
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First we consider the case v(t; x) = g(x). Since v(t; x) = g(x) and v � g on QT , we
conclude that g�� has a local maximum at (t; x). In [7], we proved that g is a subsolution
of (1.3). Hence (2.2) holds. Next we consider the case v(t; x) � g(x) + Æ for some Æ > 0.
Then q�(x; v(t; x)) = 0. Applying Lemma 2.1, there exist sequences (t�; x�) ! (t; x) and
v�(t�; x�) ! v(t; x) as � # 0 such that (t�; x�) is a local maximizer of v� � � for each
�x. For any �x suÆciently small, we have v�(t�; x�) � g(x�) +

Æ
2
. Without loss of

generality, we can assume that there are integers (j; n) such that (t�; x�) = (tn; xj) and
hence v�(t�; x�) = V n

j . Note that

V n
j = V

n+ 1

2

j +�tc(xj)H
�
g(xj)� V

n+ 1

2

j

�
;

where V
n+ 1

2

j is de�ned in (4.3). From this it follows that

V
n+ 1

2

j = V n
j ��tc(xj)H

�
g(xj)� V

n+ 1

2

j

�
� g(xj) +

Æ

4
;

by choosing � suÆciently small. This implies that V n
j = V

n+ 1

2

j , so that (4.4) reduces to

(4.21) V n
j = V n+1

j + �(r � d)xj��F
�
V n+1
j ; V n+1

j+1

�
+ �

1

2
�2x2j���+V

n+1
j ��trV n+1

j :

Using the monotone function S de�ned in (4.16), we can write (4.21) as

(4.22) S
�
xj; V

n+1
j�1 ; V

n+1
j ; V n+1

j+1

�
� V n

j = 0:

The fact that v� � � has a maximum at (t�; x�) implies

�n+1
� � V n+1

� � (v�(t�; x�)� �(t�; x�)) :

We have introduced the notation �nj = �(tn; xj). By the monotonicity of S and (4.22), we
therefore obtain

(4.23)

S
�
xj; �

n+1
j�1 ; �

n+1
j ; �n+1

j+1

�
� �nj

� S
�
xj; V

n+1
j�1 ; V

n+1
j ; V n+1

j+1

�
� V n

j +�tr (v�(t�; x�)� �(t�; x�))

= �tr (v�(t�; x�)� �(t�; x�)) :

Dividing (4.23) by �t and Taylor expanding around (t�; x�) = (tn; xj) yields

@t�(t�; x�) + (r � d)x�@x�(t�; x�) +
1

2
�2x2�@

2
x�(t�; x�)� rv�(t�; x�) � �O(�);

where \O(�)" means \� C (�t+�x)" for some constant C � 0 being independent of �x
and �t. Sending � # 0 in this inequality �nalizes the proof of the subsolution property.
This shows that the �nite di�erence scheme (4.21) is consistent.
We now prove that v is a supersolution of (1.3). Pick a local minimizer (t; x) of v � �

with � 2 C1;2(QT ). Without loss of generality, we can assume v(t; x) = �(t; x) and
that the minimizer is strict. As before, we can �nd sequences (t�; x�) ! (t; x) and
v�(t�; x�)! v(t; x) as � # 0 such that (t�; x�) is a local minimizer of v�� � for each �.
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We can also assume that each point (t�; x�) coincides with a grid point. Since v � g on
QT , we have q�(x; v(t; x)) = 0. Note that (4.4) reads

(4.24) S
�
xj; V

n+1
j�1 ; V

n+1
j ; V n+1

j+1

�
� V n

j = ��tc(xj)H
�
g(xj)� V

n+ 1

2

j

�
� 0:

In view of this, arguing analogously to what we did in the subsolution proof yields

@t�(t�; x�) + (r � d)x�@x�(t�; x�) +
1

2
�2x2�@

2
x�(t�; x�)� rv�(t�; x�) � O(�):

Sending � # 0 in this inequality �nalizes the proof of the supersolution property.
Finally, let us prove that v and v satisfy the terminal condition, i.e., we have vjt=T � g

and vjt=T � g on [0;1). In view of (4.20), it is suÆcient to prove that

(4.25) vjt=T � g on [0;1);

which actually implies vjt=T = vt=T = g on [0;1). Pick a function ~g 2 C2 ([0;1)) such
that ~g � g on [0;1), k~g � gkL1([0;1)) � Æ for some Æ > 0, and ~g = g on [ ~K;1) with
~K > max(K; r

d
K). De�ne the function G = C(T � t) + ~g for a constant C > 0, and

note that G > g on QT . Let J ~K be the integer such that ~K 2 IJ ~K
. Set Gn

j = G(tn; xj),
~gj = ~g(xj), and

~C = max
j=0;:::;J ~K

�
(r � d)xj

1

�x
��F (~gj; ~gj+1) +

1

2
�2x2j

1

(�x)2
���+~gj � r~gj

�
:

Note that ~C is �nite and independent of �x, since ~g 2 C2. Set ~c = max
x2[0; ~K+1] c(x). For

j � J ~K, we have

S
�
xj; G

n+1
j�1 ; G

n+1
j ; Gn+1

j+1

�
�Gn

j � �t
�
�C + ~C � c(xj) + ~c

�
� ��tc(xj);

provided we choose C � ~C + ~c. For j > J ~K, it is easy to check that for any C � 0 we have

S
�
xj; G

n+1
j�1 ; G

n+1
j ; Gn+1

j+1

�
�Gn

j = �t
�
�C � (dx� rK)

�
� ��tc(xj)

for the call option and

S
�
xj; G

n+1
j�1 ; G

n+1
j ; Gn+1

j+1

�
�Gn

j = �t
�
�C

�
� ��tc(xj)

for the put option. Hence, by choosing C � ~C + ~c, we have

(4.26) S
�
xj; G

n+1
j�1 ; G

n+1
j ; Gn+1

j+1

�
�Gn

j � ��tc(xj);

for j = 1; : : : ; JL � 1 and n = N � 1; : : : ; 0. From the de�nition of the predictor{corrector
scheme (4.3){(4.4), it follows that

(4.27) S
�
xj; V

n+1
j�1 ; V

n+1
j ; V n+1

j+1

�
� V n

j � ��tc(xj);

for j = 1; : : : ; JL � 1 and n = N � 1; : : : ; 0. We now claim that that

(4.28) V n
j � Gn

j ; j = 0; : : : ; JL; n = N;N � 1; : : : ; 0:

Obviously, by (4.5), (4.6), and (4.7), this is obviously true for (j = 0; : : : ; JL; n = N),
(j = 0; n = N;N � 1; : : : ; 0), and (j = JL; n = N;N � 1; : : : ; 0). To prove (4.28) for the
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remaining indices, we proceed by induction on n. Suppose V n+1
j � Gn+1

j . Then, using
(4.27), (4.26), and that S is a monotone mapping, we reach the desired result

V n
j � S

�
xj; V

n+1
j�1 ; V

n+1
j ; V n+1

j+1

�
+�tc(xj) � S

�
xj; G

n+1
j�1 ; G

n+1
j ; Gn+1

j+1

�
+�tc(xj) = Gn

j :

From (4.28), it immediately follows that

v�(t; x) � G(t; x) +O(�x); (t; x) 2 QL
T :

and therefore v � G on QT . In particular, v(T; x) � ~g(x) � g(x) + Æ. Since Æ > 0 was
arbitrary, the proof of (4.25) is �nished. �

Remark. Although this section shows that one can directly discretize the semilinear Black
and Scholes equation (1.3) to obtain a \good" numerical scheme for computing the value
of an American option, there is some numerical literature [12, 21, 25] on so-called penalty
schemes. We claim that penalty schemes can be viewed as numerical schemes obtained by
discretizing an approximation to the semilinear Black and Scholes equation (1.3), namely
(3.1) with a suitable choice of " [12, 25] or (3.5) with a suitable choice of q". For example,
the choice of q" based on (3.7) and (3.11) is related to the penalty scheme used in [21]. The
authors of [12, 21, 25] do not provide rigorous convergence proofs for their penalty schemes.
At a semi{discrete level, we have already provided rather general convergence theorems (see
Theorems 3.2, 3.3, and 3.1). Regarding convergence proofs for numerical schemes based
on discretizing (3.1) or (3.5), we only mention that the convergence arguments presented
herein can be modi�ed so as to apply to such numerical schemes.

From a computational point of view, the explicit predictor{corrector scheme (4.4) is not
particularly useful because of the severe time step restriction imposed by the parabolic
CFL condition (4.10). However, (4.10) can be easily avoided by replacing the explicit
predictor step (4.3) by an implicit one. We end this section by brie
y discussing an implicit
predictor{corrector scheme. To simplify matters, we consider only the put option and set
d = 0. We then consider the following \CFL condition free" predictor{corrector scheme:

(4.29)

8><
>:
V

n+ 1

2

j = V n+1
j + �rxj��V

n+ 1

2

j+1 + �
1

2
�2x2j���+V

n+ 1

2

j ��trV
n+ 1

2

j ;

V n
j = V

n+ 1

2

j +�trKH
�
(K � xj)

+ � V
n+ 1

2

j

�
:

The terminal and boundary conditions for (4.29) are as before (see (4.5), (4.6), and (4.7)).
Note that in (4.29) we do not have to solve a nonlinear algebraic system at each time step
but merely a tridiagonal linear system. This makes (4.29) an eÆcient numerical scheme.
We have the following convergence theorem for (4.29):

Theorem 4.2. The statements in Lemma 4.1 and Theorem 4.1 hold true for the approxi-
mate solution

�
V n
j

	
generated by the implicit predictor{corrector scheme (4.29).

Proof. The proof follows very closely the proofs of Lemma 4.1 and Theorem 4.1 for the
explicit predictor{corrector scheme, and hence we will omit most of it. Since we do not
have any CFL condition relating the convergence to zero of �t with that of �x, we need
in this case to assume that �t goes to zero as a function of �x when �x # 0. To illustrate
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a typical di�erence between the methods of proof for the explicit and implicit schemes,
we will, however, prove that the early exercise constraint (4.11) holds. To this end, let us
write the predictor step in (4.29) as

(4.30)
V n+1
j � V

n+ 1

2

j

�t
+ S

�
xj; V

n+ 1

2

j�1 ; V
n+ 1

2

j ; V
n+ 1

2

j+1

�
= 0;

where

S
�
xj; V

n+ 1

2

j�1 ; V
n+ 1

2

j ; V
n+ 1

2

j+1

�
= rxj

1

�x
��V

n+ 1

2

j+1 +
1

2
�2x2j

1

(�x)2
���+V

n+ 1

2

j � rV
n+ 1

2

j :

Observe that

@S=@V
n+ 1

2

j�1 ; @S=@V
n+ 1

2

j+1 � 0:

For any j, set gj = g(xj) and W n+p
j = V n+p

j � gj with p = 1; 1
2
. Observe that W n+1

j � 0

for all j. The scheme for W
n+ 1

2

j reads

W n+1
j �W

n+ 1

2

j

�t
+ S

�
xj;W

n+ 1

2

j�1 ;W
n+ 1

2

j ;W
n+ 1

2

j+1

�
+ S (xj; gj�1; gj; gj+1) = 0:

Let W
n+ 1

2

` = minj W
n+ 1

2

j for some ` and assume W
n+ 1

2

` < 0 (otherwise there is nothing to
prove). Then

W n+1
` �W

n+ 1

2

`

�t
+ S

�
x`;W

n+ 1

2

` ;W
n+ 1

2

` ;W
n+ 1

2

`

�
+ S (x`; g`�1; g`; g`+1) � 0;

which implies that

(1 + �tr)W
n+ 1

2

` � �tS (xj; gj�1; gj; gj+1) � ��trK;

where the last inequality follows as in the proof of (4.11) for the explicit predictor{corrector

scheme. In particular, W
n+ 1

2

j � ��trK for all j. Plugging this into (4.29) yields (4.11),
and hence (4.12).
Similarly, we can prove that (4.13) and (4.12) hold.
Equipped with (4.29) and the monotonicity of S in two of the variables, the proof that

Theorem 4.1 holds for (4.29) is more or less identical to the proof for the explicit predictor{
corrector scheme. �

5. The Brennan and Schwartz algorithm

By applying a predictor{corrector discretization to (3.1), we can device a numerical
scheme that is identical to the one analyzed in Section 4 except that the corrector step
(4.4) is replaced by the following one:

V n
j = V

n+ 1

2

j +
�t

"

�
g(xj)� V

n+ 1

2

j

�+
;
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where " has to be chosen. We are here interested in the particular choice " = �t, which
results in the following explicit scheme

(5.1)

8><
>:
V

n+ 1

2

j = V n+1
j + �(r � d)xj��F

�
V n+1
j ; V n+1

j+1

�
+ �

1

2
�2x2j���+V

n+1
j ��trV n+1

j ;

V n
j = max

�
V

n+ 1

2

j ; g(xj)
�

The terminal and boundary conditions for (5.1) are as in Section 4 (see (4.5), (4.6), and
(4.7)). We call (5.1) the Brennan and Schwartz algorithm, referring to the classical scheme
studied by Brennan and Schwartz in [8]. The theoretical justi�cation of the Brennan
and Schwartz algorithm is a delicate issue that has been treated by Jaillet, Lamberton,
and Lapeyre [15, 16] using the theory of quasi-variational inequalities due to Bensoussan
and Lions [5, 6]. Viscosity solution theory for quasi-variational inequalities can be found in
[22, 23]. The purpose of this section is to show that we can use the mathematical framework
for the semilinear Black and Scholes equation to give an elementary convergence proof for
the Brennan and Schwartz scheme de�ned in (5.1).
We have the following theorem:

Theorem 5.1. Suppose the parabolic CFL condition (4.10) holds. Then the statements in
Lemma 4.1 and Theorem 4.1 hold true for the approximate solution

�
V n
j

	
generated by the

Brennan and Schwarz algorithm (5.1).

Proof. The proof follows the lines of the proofs of Lemma 4.1 and Theorem 4.1, and hence
we will be rather brief here. We trivially have V n

j � gj for all j; n, so that (4.11) and
hence (4.12) hold. The upper bounds (4.13) and (4.12) can be proved as before. Let us
now prove that the upper weak limit v is a subsolution of (1.3){(1.7), starting with the
terminal condition (1.7). Since V n+1

j � gj 8j, we know from (4.18) that

�
�
g(xj)� V

n+ 1

2

j

�+
� ��tc(xj) 8j:

Plugging this into (5.1), we get

S
�
xj; V

n+1
j�1 ; V

n+1
j ; V n+1

j+1

�
� V n

j � ��tc(xj) 8j;

where S is de�ned in (4.16). Now doing exactly as we did in the proof of Theorem 4.1,
we end up with (4.25). It remains to prove that v is a subsolution of (1.3). Pick a strict
local maximizer (t; x) of v � � for some � 2 C1;2(QT ) with x > 0. The case v(t; x) = g(x)
can treated as in the proof of Theorem 4.1. Let us therefore assume v(t; x) > g(x) + Æ
for some Æ > 0. Then q�(x; v(t; x)) = 0. Applying Lemma 2.1, there exist sequences
(t�; x�)! (t; x) and v�(t�; x�)! v(t; x) as � # 0 such that (t�; x�) is a local maximizer
of v� � � for each �x. For any �x suÆciently small, we have v�(t�; x�) > g(x�). Pick
integers (j; n) such that (t�; x�) = (tn; xj) and v�(t�; x�) = V n

j . Using the monotone
function S de�ned in (4.16), we can write (5.1) as

S
�
xj; V

n+1
j�1 ; V

n+1
j ; V n+1

j+1

�
� V n

j = 0:

From here on, we can conclude exactly as in the proof of Theorem 4.1.
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Let us now prove that the lower weak limit v is a supersolution of (1.3){(1.7). In view
of (4.20), we know already that v satis�es the terminal condition. Replacing (4.24) by

(5.2) S
�
xj; V

n+1
j�1 ; V

n+1
j ; V n+1

j+1

�
� V n

j = �
�
g(xj)� V

n+ 1

2

j

�+
� 0;

the proof that v is a supersolution of (1.3) goes exactly as in the proof of Theorem 4.1. �

6. A numerical example

In this section, we test the predictor{corrector scheme de�ned and analyzed in Section 4.
In the computer program that have been implemented, we specify the spatial discretization
parameter �x and then choose �t according to

(6.1) �t �
(�x)2

�xjr � djL+ �2L2 + (�x)2r
;

so that the parabolic CFL condition (4.10) holds. We present here only numerical results
for the put option with d = 0. Furthermore, we use the following parameters:

r = 0:1; � = 0:2; K = 1; T = 1:0; L = 4; �x = 0:00533; �t = 0:0043:

The choice �x = 0:00533 corresponds to 75 grid points and �t = 0:0043 is chosen according
to (6.1). For comparison, we use an \exact solution" computed by the predictor{corrector
scheme on a very �ne grid. The exact and numerical solutions are displayed in Figure 1.
The predictor{corrector scheme gives a fairly good approximation to the exact solution.
The largest di�erence is seen in the early exercise region (which roughly speaking corre-
sponds to \x > 0:8 � 0:9"). However, this di�erence is largely due to the use of a �rst
order upwind discretization of the convection term in the Black and Scholes operator. By
using a higher order discretization of the convection term, this di�erence can be greatly
reduced (we will come back to this in future work).
As mentioned before, instead of discretizing the semilinear Black and Scholes equation

(1.3), one can discretize the approximate semilinear Black and Scholes equation (3.5). To
be concrete, consider (3.5) with q" de�ned via (3.7) and H"(�) =

"
"��

. An explicit �nite

di�erence discretization (3.5) with this choice of q" produces the following penalty scheme:

(6.2)

8><
>:
V n
j = V n+1

j + �(r � d)xj��V
n+1
j+1 + �

1

2
�2x2j���+V

n+1
j

��trV n+1
j +�trK

"

"+ V n+1
j � (K � xj)

;

where " > 0 is a parameter that has to be speci�ed. The terminal and boundary conditions
for (6.2) are as in Section 4. We note that the penalty scheme (6.2) coincides with the
one used in [21]. In [21], it was proved that (6.2) satis�ed a discrete analog of the early
exercise constraint (1.8) provided the following strengthened CFL condition holds:

�t �
(�x)2

�xrL + �2L2 + r(�x)2 + rK
"
(�x)2

:
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Figure 1. The price of the American put option with expiration time T = 1:0.
The exact solution (along with the payo� function) is shown as solid line and the
predictor{corrector solution is shown as a dashed line

Adopting the method of proof herein, one can also prove under this CFL condition that the
approximate solutions generated by the penalty scheme (6.2) converge to unique viscosity
solution of (1.3){(1.7) (i.e., the American put option value).
For the numerical example, the penalty scheme used the same discretization parameters

as the predictor{corrector scheme. This forces us to choose " = 0:0009. The exact and
numerical solutions are displayed in Figure 2. The penalty solution is comparable to
the predictor{corrector solution. However, the \zoom{in plots" in Figure 3 reveals that
the penalty solution consistently lies above the predictor{corrector solution. This is not
surprising since the reaction term in (6.2) is non-zero (but small) also in the optimal exercise
region. Although we did not gain anything here by using a continuous approximation q"
instead of the discontinuous nonlinear reaction term q in (1.4), it may be an advantage to
use q" instead of q in a numerical scheme in which the nonlinear reaction term is going to
be discretized implicitly. But this remains to be investigated.
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