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1 Graduate School of Information Sciences
Tohoku University

Aoba-ku, Sendai 980-8577, Japan

2 Department for Mathematical Analysis
Technical University of Budapest

H-1521 Budapest XI. Sztoczek u. 2, Hungary

Abstract

Voiculescu’s asymptotic freeness result for random matrices is improved to
the sense of almost everywhere convergence. The asymptotic freeness almost
everywhere is first shown for standard unitary matrices based on the computa-
tion of multiple moments of their entries, and then it is shown for rather general
unitarily invariant selfadjoint random matrices (in particular, standard selfad-
joint Gaussian matrices) by applying the first result to the unitary parts of their
diagonalization. Bi-unitarily invariant non-selfadjoint random matrices are also
treated via polar decomposition.
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Introduction

A random matrix is a matrix whose entries are real or complex random variables (on a
probability space). When trn denotes the normalized trace on the n× n matrices, the
space of n× n random matrices admits a natural linear functional τn defined by

τn(X) := E(trn(X)) =
1

n

n∑
i=1

E(Xii)

for random matrices X = [Xij ]
n
i,j=1 (whenever the expectations exist). Indeed, the n×n

random matrices whose entries have all moments form a *-algebra (under usual matrix
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operations) which is a noncommutative probability space with the tracial functional τn
(in the terminology in free probability theory [25]).

The classical Wigner theorem ([27], [28]) tells us that the mean spectral density
of certain random symmetric matrices tends to the semicircle law if the matrix size
goes to infinity. This convergence is concerned with the eigenvalue distribution with
respect to the functionals τn. Later on, Arnold [1] proved that the empirical spectral
density of real symmetric (also complex selfadjoint) random matrices with independent
entries converges to the semicircle law almost everywhere, that is, the distribution
with respect to trn converges almost surely. Currently, not only a random matrix
model of the semicircle law, we know many random matrix models which produce
particular distributions as the limiting eigenvalue density in the almost sure sense. For
instance, certain non-selfadjoint random matrices admit the circular law as the limiting
eigenvalue density ([10], [2]), and the Marchenko-Pastur distribution [11] appears as
the limit distribution of Wishart matrices ([26], [14]). Furthermore, several results
are known about the almost sure convergence of the largest/smallest eigenvalue or
the norm (also the spectral radius) of symmetric or non-symmetric random matrices
(see [7], [8], [3], [4] and also recent [9]). We also know that random unitary matrices
sometimes play important roles in random matrix theory (see [13]), and the almost
sure limit distribution of standard random unitary matrices is the uniform distribution
on the unit circle.

The asymptotic free property of random matrices is central in recent breakthrough
of free probability theory. It says that the purely algebraic concept of free relation of
noncommutative random variables can be also modeled by random matrix ensembles
if the matrix size goes to infinity. The asymptotic freeness result was first established
by Voiculescu [22] in the case of Gaussian random matrices together with diagonal
constant matrices. Further, Dykema [5] proved the same result in the case of general
(non-Gaussian) random matrices together with block-diagonal constant matrices with
bounded block-size, and recently Voiculescu [24] proved his asymptotic freeness result
without restriction on the type of constant matrices. The inclusion of constant matrices
in these results has played a crucial role in applications to von Neumann algebra theory
(in particular, to problems on free group factors) ([21], [15]–[17], [6]) and to free entropy
([23], [24]). The paper [18] is concerned with the asymptotic freeness for matrices
having bosonic and fermionic creations as entries.

Our motivation in the present paper is twofold. On one hand, we want to prove
the asymptotic freeness for random matrices in the almost everywhere sense. This can
be naturally expected from the above mentioned fact that many typical examples of
random matrices (such as standard selfadjoint or non-selfadjoint Gaussian matrices,
standard unitary matrices and so on) have the almost sure limit distribution when
they are treated as a single sequence in the matrix size tending to infinity. In Sect. 2
we give the precise definition of the asymptotic freeness almost everywhere. On the
other hand, we have believed that there should be a proof of the asymptotic freeness
result starting from standard unitary random matrices. Indeed, in [22] Voiculescu
obtained the asymptotic freeness of standard unitaries by taking the unitary parts
in the polar decomposition of non-selfadjoint Gaussian matrices. Also, Speicher [19]
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used a similar method to show the almost sure limit spectral density of the sum of
two selfadjoint matrices. Our approach is opposite. In this paper we first treat the
asymptotic freeness of standard unitaries and then go to the case of certain selfadjoint
matrices via the diagonalization process. An advantage of our approach is that standard
unitaries themselves are Haar unitaries so that we consider only their monomials in
proving the asymptotic freeness result. This simplifies the proof considerably. Another
advantage is that we can treat unitarily invariant selfadjoint and bi-unitarily invariant
non-selfadjoint random matrices more generally than Gaussian matrices. Note that a
different approach was adopted by Xu [29] to obtain asymptotic freeness results for
unitary random matrices. Moreover, almost sure convergence of mixed moments of
random matrices was recently discussed in [20] too.

In Sect. 1 we start with computation of multiple moments of entries of a standard
unitary. A convenient proof of the almost sure convergence of standard selfadjoint
Gaussian matrices is also given. In Sect. 2, based on the computation in Sect. 1,
the asymptotic freeness almost everywhere is established for independent standard
unitaries together with constant matrices. In Sect. 3 we apply this result via diag-
onalization to obtain the same result for independent unitarily invariant selfadjoint
random matrices. Furthermore, bi-unitarily invariant non-selfadjoint random matrices
are treated via polar decomposition.

1 Preliminaries

Let Mn(C ) be the space of n×n complex matrices and Mn(C )sa the space of selfadjoint
matrices in Mn(C ). The normalized trace on Mn(C ) is denoted by trn. Let U(n) be the
compact group of n× n unitary matrices, and γn be the Haar probability measure on
U(n). An n×n random unitary matrix is said to be standard if its distribution on U(n)
is γn. The standard unitary random matrix U is a noncommutative random variable
with respect to the functional τn given in Introduction. Due to the invariance of γn,
ei θU is standard for any θ ∈ R so that the moments τn(Uk) vanish for all k ∈ Z \ {0},
that is, U is a Haar unitary ([25], p. 58).

In this section we first compute higher order correlations (i.e. multiple moments)
among the entries of the standard random unitary U = [Uij ]

n
i,j=1. We may of course con-

sider on the probability space (U(n), γn) and have the expectation E(f) :=
∫
f(U) dγn(U)

(whenever it exists) for a measurable function f : U(n)→ C . The two-sided invariance
of γn guarantees that E(f(U)) = E(f(V UW )) is valid for any V,W ∈ U(n). When
V = diag(ei θ1 , . . . , ei θn) and W = diag(eiψ1 , . . . , eiψn), we have

E(f) = E(f([ei (θi+ψj)Uij]
n
i,j=1)) (1.1)

for all θi, ψj ∈ R. When V,W are permutation matrices, we have

E(f) = E(f([Uπ(i),σ(j)]
n
i,j=1)) (1.2)

for all permutations π, σ of {1, . . . , n}. These invariance (or symmetry) properties are
enough for our purpose.

The next lemma says that most of multiple moments of the elements Uij vanish.
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Lemma 1.1 Let l ∈ N, i1, . . . , il, j1, . . . , jl ∈ {1, . . . , n} and k1, . . . , kl,m1, . . . ,ml ∈
Z

+ (:= {0, 1, 2, . . .}). If either
∑

ir=i(kr −mr) 6= 0 for some 1 ≤ i ≤ n or
∑

jr=j
(kr −

mr) 6= 0 for some 1 ≤ j ≤ n, then

E((Uk1
i1j1
Ūm1
i1j1

)(Uk2
i2j2
Ūm2
i2j2

) · · · (Ukl
iljl
Ūml
iljl

)) = 0 . (1.3)

In particular, if
∑l

r=1(kr−mr) 6= 0 (this is the case when
∑l

r=1(kr +mr) is odd ), then
(1.3) holds.

Proof. Suppose that h :=
∑

ir=i(kr −mr) 6= 0. One can apply (1.1) to get

E((Uk1
i1j1
Ūm1
i1j1

) · · · (Ukl
iljl
Ūml
iljl

)) = ei hθE((Uk1
i1j1
Ūm1
i1j1

) · · · (Ukl
iljl
Ūml
iljl

))

for every θ ∈ R. This gives the conclusion.

The following is a list of multiple moments up to the fourth order. It is immediately
seen from Lemma 1.1 that all other multiple moments up to the fourth order of elements
Uij , Ūij are zero.

Proposition 1.2 If 1 ≤ i, j, i′, j′ ≤ n, i 6= i′, j 6= j′, and U = [Uij ] is a standard
unitary matrix, then the following hold:

(1) E(|Uij|2) = 1
n

,

(2) E(|Uij|4) = 2
n(n+1)

,

(3) E(|Uij|2|Ui′j|2) = E(|Uij|2|Uij′|2) = 1
n(n+1)

,

(4) E(|Uij|2|Ui′j′|2) = 1
n2−1

,

(5) E(UijUi′j′Ūij′Ūi′j) = − 1
n(n2−1)

.

Proof. The random variables Uij are identically distributed thanks to (1.2) and hence
(1) follows from

∑n
j=1 |Uij|2 = 1. Since the (1, 1) entries of U and

(

[
cos θ sin θ
− sin θ cos θ

]
⊕ In−2)U

are identically distributed, we have

E(|U11|4) = E(|U11 cos θ + U21 sin θ|4)

= E((|U11|2 cos2 θ + |U21|2 sin2 θ + (U11Ū21 + Ū11U21) cos θ sin θ)2)

= E(|U11|4)(cos4 θ + sin4 θ) + 4E(|U11|2|U21|2) cos2 θ sin2 θ ,
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where we have used E(|U11|2U11Ū21) = 0, etc. due to Lemma 1.1. Hence E(|U11|4) =
2E(|U11|2|U21|2) = 2E(|Ui1|2|Ui′1|2) for i 6= i′. Since

∑n
i,i′=1 |Ui1|2|Ui′1|2 = 1, this gives

1 =
n∑
i=1

E(|Ui1|4) +
∑
i6=i′

E(|Ui1|2|Ui′1|2)

= nE(|U11|4) +
n(n− 1)

2
E(|U11|4) =

n(n+ 1)

2
E(|U11|4) .

Hence E(|U11|4) = 2
n(n+1)

and E(|U11|2|U21|2) = 1
n(n+1)

. In this way (2) and (3) are

obtained. Apply (3) to
∑n

i,i′=1 |Ui1|2|Ui′2|2 = 1 to get (4). Proof of (5) is similar to the
above and the details are left to the reader.

By the above proposition the correlation coefficients between two of the random
variables |Uij|2 are computed as

ρ(|Uij|2, |Ui′j|2) = ρ(|Uij|2, |Uij′|2) = − 1

n− 1
, ρ(|Uij|2, |Ui′j′|2) =

1

(n− 1)2
,

where i 6= i′, j 6= j′.

Lemma 1.3 For every k1, k2, . . . , kn ∈ Z+,

E(|Uij|2k) =
k!

k1!k2! · · ·kn!
E(|U11|2k1 |U21|2k2 · · · |Un1|2kn) , (1.4)

where k := k1 + k2 + · · ·+ kn.

Proof. For every 0 ≤ t1, . . . , tn ≤ 1 with
∑n

i=1 t
2
i = 1, one can choose a unitary matrix

V whose first row is (t1, . . . , tn). Since the (1, 1) entry of V U is
∑n

i=1 tiUi1, it follows
as in the proof of Proposition 1.2 that

E(|U11|2k) = E
((( n∑

i=1

tiUi1
)( n∑

i=1

tiŪi1
))k)

=
∑

k1+···+kn=k

( k!

k1! · · ·kn!

)2

E(|U11|2k1 · · · |Un1|2kn) t2k1
1 · · · t2knn

for each k ∈ Z+. Since
∑

k1+···+kn=k(k!/k1! · · ·kn!) t2k1
1 · · · t2knn = 1, one may compare

the coefficients of t2k1
1 · · · t2knn in the above to obtain (1.4).

Proposition 1.4 For every k ∈ Z+ and 1 ≤ i, j ≤ n,

E(|Uij|2k) =

(
n+ k − 1

n− 1

)−1

. (1.5)

Furthermore, the distribution of Uij is n−1
π

(1− r2)n−2r dr · dθ (0 ≤ r ≤ 1, 0 ≤ θ ≤ 2π)
in the polar coordinate ζ = rei θ.
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Proof. For every k ∈ Z+ we have

1 =
n∑

i1,...,ik=1

E(|Ui11|2|Ui21|2 · · · |Uik1|2)

=
∑

k1,...,kn≥0
k1+···+kn=k

k!

k1!k2! · · ·kn!
E(|U11|2k1 |U21|2k2 · · · |Un1|2kn)

= E(|U11|2k)×#{(k1, . . . , kn) : ki ≥ 0, k1 + · · ·+ kn = k}

= E(|U11|2k)×
(
n+ k − 1

n− 1

)
using (1.4) for the third equality. Let µ denote the distribution supported on the unit
disk given in the theorem. What remains to show is that E(Uk

11Ū
m
11) =

∫
ζkζ̄m dµ(ζ)

for all k,m ∈ Z+. Since both sides are 0 when k 6= m, it suffices to check that∫
|ζ|2k dµ(ζ) =

(
n+k−1
n−1

)−1
for k ∈ Z+. But we compute∫

|ζ|2k dµ(ζ) = 2(n− 1)

∫ 1

0

(1− r2)n−2r2k+1 dr

= (n− 1)

∫ 1

0

(1− t)n−2tk dt =

(
n+ k − 1

n− 1

)−1

applying integration by parts repeatedly.

As a consequence of (1.5) we have

E(|Uij|2k) = O(n−k) (as n→∞), (1.6)

which will play an important role in the next section. In fact, what we shall need in
the sequel concerning the standard unitary matrix are only Lemma 1.1 and (1.6). It
is worthwhile to note that the order in (1.6) is the same as the 2kth moment of the
normal distribution N(0, 1/n) with variance 1/n.

The rest of this section is a brief exposition on the almost sure convergence of
standard selfadjoint Gaussian matrices. An n × n selfadjoint random matrix H(n)
is called a standard selfadjoint Gaussian matrix if {ReHij(n) : 1 ≤ i ≤ j ≤ n} ∪
{ImHij(n) : 1 ≤ i < j ≤ n} is an independent family of Gaussian random variables
and if E(Hij(n)) = 0 for 1 ≤ i ≤ j ≤ n, E(Hii(n)2) = 1/n for 1 ≤ i ≤ n and
E((ReHij(n))2) = E((ImHij(n))2) = 1/2n for 1 ≤ i < j ≤ n. The word “standard” is
used because of τn(H(n)) = 0 and τn(H(n)2) = 1.

The empirical spectral density of a standard selfadjoint Gaussian matrix H(n) is a
random discrete probability measure given by

RH(n) :=
1

n

n∑
i=1

δλi(n)

6



(δλ is the Dirac measure at λ), where λ1(n), λ2(n), . . . , λn(n) are the (random) eigen-
values of H(n). According to a stronger form of the Wigner theorem due to [1], it is
known that RH(n) converges in weak topology to the semicircle law

w2 :=
1

2π

√
4− x2χ[−2,2] dx

almost surely as n → ∞. Moreover, the argument in [7] can be applied to complex
selfadjoint random matrices as well, and in particular we know that

lim
n→∞

‖H(n)‖ = 2 a.s.

where ‖H(n)‖ (= maxi |λi(n)|) is the operator norm of H(n).
The above stated facts show that the distribution of H(n) with respect to trn

converges almost surely to w2. In the next proposition we give a short proof using a
graph in the case where we have already known that H(n) has the limit distribution
w2 in expectation with respect to τn.

Proposition 1.5 If H(n) is an n×n standard selfadjoint Gaussian matrix, then H(n)
has the almost sure limit distribution w2, that is,

lim
n→∞

trn(H(n)k) =
1

2π

∫ 2

−2

xk
√

4− x2 dx a.s.

for every k ∈ N.

Proof. As we have known the convergence of H(n) with respect to τn, it suffices to
show that

E
( ∞∑
n=1

(trn(H(n)k)− τn(H(n)k))2
)
< +∞ (1.7)

for any k ∈ N . We write

E([trn(H(n)k)− τn(H(n)k)]2) = E([trn(H(n)k)]2)− [τn(H(n)k)]2

=
1

nk+2

∑
Qn(m1, . . . ,mk;mk+1, . . . ,m2k) ,

where the summation is over all 1 ≤ m1, . . . ,mk,mk+1, . . . ,m2k ≤ n and

Qn(m1, . . . ,mk;mk+1, . . . ,m2k)

:= E(Hm1m2Hm2m3 · · ·Hmkm1Hmk+1mk+2
Hmk+2mk+3

· · ·Hm2kmk+1
)

−E(Hm1m2Hm2m3 · · ·Hmkm1)E(Hmk+1mk+2
Hmk+2mk+3

· · ·Hm2kmk+1
)

(Hij is for Hij(n)). From the Hölder inequality one gets

|Qn(m1, . . . ,mk;mk+1, . . . ,m2k)| ≤ Ck (1.8)

for some Ck < +∞ depending on k only. When Qn(m1, . . . ,mk;mk+1, . . . ,m2k) is
nonzero, one can choose a pair partition V of {1, . . . , 2k}, p ∈ {1, . . . , k}, q ∈
{k + 1, . . . , 2k} and ε ∈ {±1} such that

7



(a) (mi,mi+1) = (mj+1,mj) if {i, j} ∈ V,

(b) (mp,mp+1) = (mq,mq+1) if ε = 1 and (mp,mp+1) = (mq+1,mq) if ε = −1.

In the above, i+1 for 1 ≤ i ≤ k (resp. k+1 ≤ i ≤ 2k) is understood in the cyclic order
of (1, . . . , k) (resp. (k + 1, . . . , 2k)). For such (V, p, q, ε) we denote by Ξn(V, p, q, ε) the
set of all (m1, . . . ,m2k) ∈ {1, . . . , n}2k satisfying (a), (b). Let us show that

#Ξn(V, p, q, ε) ≤ nk . (1.9)

For this we may assume p = 1 and q = k + 1 in view of the cyclicity of (m1, . . . ,mk)
and (mk+1, . . . ,m2k). When ε = −1 (hence m1 = mk+2 and m2 = mk+1), consider the
graph G with 2k−2 vertices 1 (= k+2), 2 (= k+1), 3, . . . , k, k+3, . . . , 2k and 2k edges
[1, 2], . . . , [k − 1, k], [k, 1], [k + 1, k + 2], · · · , [2k − 1, 2k], [2k, k + 1].

•
1 = k + 2

•
2 = k + 1

•
3

•
4

...

•
k − 1

k
•

6

?

Q
Q
Q
QQk

�����)
��

�
�
�
��3

PPPPPq

@@R

•
2k

•
2k − 1

...

•
k + 4•

k + 3

�
�
�
��+

PP
PPPi

@@I

Q
Q
Q
QQs��

���1
��

Picture of the graph G

Let G̃ be the quotient graph obtained by identifying edges [i, i + 1] and [j, j + 1]
with orientation reversed if {i, j} ∈ V. Then G̃ is a connected graph with k edges, and
it is easy to see that G̃ has a loop passing through vertex 1 (even when edges [1, 2] and
[k+ 1, k+ 2] are identified). This implies that G̃ has at most k vertices. We can argue
in a similar way when ε = 1 (hence m1 = mk+1 and m2 = mk+2). In this way (1.9)
is shown because the freedom in choosing (m1, . . . ,m2k) from Ξn(V, p, q, ε) subject to
(a), (b) is at most the number of vertices of G̃. From (1.8) and (1.9) we have

E([trn(H(n)k)− τn(H(n)k)]2) = O(n−k−2)
∑

(V ,p,q,ε)

#Ξn(V, p, q, ε) = O(n−2)

as n→∞, which yields (1.7).
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2 Standard unitary random matrices

When random matrices are concerned, besides the asymptotic freeness introduced in
[22], one can consider the notion of asymptotic freeness almost everywhere as we define
below. Let S be a set, and C 〈Xs |s ∈ S〉 be the algebra of polynomials in noncommuting
indeterminates Xs (s ∈ S) over C . For n ∈ N let (X(s, n))s∈S be a family of n × n
random matrices. It is said that (X(s, n))s∈S has the limit distribution µ (as n→∞)
if µ is a distribution on C 〈Xs |s ∈ S〉 (i.e. a linear functional µ : C 〈Xs |s ∈ S〉 → C with
µ(1) = 1) and

µ(Xs1Xs2 · · ·Xsm) = lim
n→∞

τn(X(s1, n)X(s2, n) · · ·X(sm, n))

for all s1, . . . , sm ∈ S. Let {Sj : j ∈ J} be a partition of S. The meaning of the
asymptotic freeness of ({X(s, n) : s ∈ Sj})j∈J introduced in [22] (also [25], p. 43) is that
on one hand (X(s, n))s∈S has the limit distribution µ and on the other hand (C 〈Xs |s ∈
Sj〉)j∈J is free in the noncommutative probability space (C 〈Xs |s ∈ S〉, µ). This notion
is concerned with the convergence under the tracial functionals τn. However, it is also
natural to consider the convergence under the normalized traces trn almost everywhere.

Given (X(s, n))s∈S and {Sj : j ∈ J} as above, we say that ({X(s, n) : s ∈ Sj})j∈J
is asymptotically free almost everywhere if (X(s, n))s∈S has the (non-random) limit
distribution almost surely, that is, there exists a distribution µ on C 〈Xs |s ∈ S〉 such
that

lim
n→∞

trn(X(s1, n)X(s2, n) · · ·X(sm, n)) = µ(Xs1Xs2 · · ·Xsm) a.s.

for all s1, . . . , sm ∈ S, and if (C 〈Xs |s ∈ Sj〉)j∈J is free in (C 〈Xs |s ∈ S〉, µ). This is
equivalent to saying that the following two conditions hold:

(i) for each j ∈ J , (X(s, n))s∈Sj has the (non-random) limit distribution almost
surely,

(ii) for every j1, . . . , jl ∈ J with j1 6= j2 6= . . . 6= jl, if Pr(Xr1, . . . , Xrmr) ∈
C 〈Xs |s ∈ Sjr〉 satisfies

lim
n→∞

trn(Pr(X(sr1, n), . . . , X(srmr , n)) = 0 a.s.

for 1 ≤ r ≤ l, then

lim
n→∞

trn
( l∏
r=1

Pr(X(sr1, n), . . . , X(srmr , n))
)

= 0 a.s.

Indeed, one can easily see by induction that (i) and (ii) together imply that the
whole (X(s, n))s∈S has the limit distribution almost surely.

Random matrices X(s, n) treated below mostly satisfy

sup
n
τn((X(s, n)∗X(s, n))k) < +∞

9



for all k ∈ N , and it implies that each sequence {trn(· · ·)} in (i) and (ii) above is
uniformly integrable so that the almost everywhere convergence yields the convergence
of the expectations. In this way we observe that the definition of asymptotic freeness
almost everywhere is actually a stronger property than the plain asymptotic freeness
(if restricted to uniformly integrable random matrices).

In the following let S, T be arbitrary sets. The main result of this section is

Theorem 2.1 Let (U(s, n))s∈S be an independent family of n × n standard unitary
random matrices. Let (B(t, n))t∈T be a family of n × n constant (i.e. non-random)
matrices such that supn ‖B(t, n)‖ < +∞ (‖ · ‖ being the operator norm) for each t ∈ T
and (B(t, n), B(t, n)∗)t∈T has the limit distribution. Then the family(

({U(s, n), U(s, n)∗})s∈S, {B(t, n), B(t, n)∗ : t ∈ T}
)

(2.1)

is asymptotically free almost everywhere as n→∞.

Proof. As in the proof of [5], Theorem 2.1, we may assume without loss of generality
that {(B(t, n))n∈N : t ∈ T} forms a *-subalgebra of

∏
n∈NMn(C ). (In fact, the *-

subalgebra of
∏

n∈NMn(C ) generated by (B(t, n))n∈N (t ∈ T ) and the identity (In)n∈N
may be considered as T itself.) Then it suffices to prove the following: If s1, . . . , sl ∈ S,
m1, . . . ,ml ∈ Z \ {0}, and t1, . . . , tl ∈ T are such that for each 1 ≤ r ≤ l either

(a) trn(B(tr, n)) = 0 (n ∈ N), or

(b) B(tr, n) = In (n ∈ N) and sr 6= sr+1 (with sl+1 := s1),

then

E
(∣∣∣trn( l∏

r=1

U(sr, n)mrB(tr, n)
)∣∣∣2) = O(n−2) (as n→∞). (2.2)

(The assumption (a) can be put instead of limn trn(B(tr, n)) = 0 because we may
replace B(tr, n) by B(tr, n)− trn(B(tr, n))In.)

When (2.2) has been proved, one obtains

E
( ∞∑
n=1

∣∣∣trn( l∏
r=1

U(sr, n)mrB(tr, n)
)∣∣∣2) < +∞ ,

which implies that

trn

( l∏
r=1

U(sr, n)mrB(tr, n)
)
→ 0 a.s. (as n→∞).

This says that the family (2.1) satisfies the condition (ii) stated above. When a sin-
gle U(s, n) is taken, it also follows that (U(s, n), U(s, n)∗) has the almost sure limit
distribution. Thus the result is concluded.
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Now let us prove (2.2). Let

k := |m1|+ · · ·+ |ml| , k(r) := |m1|+ · · ·+ |mr| (1 ≤ r ≤ l),

and when k(r − 1) + 1 ≤ h ≤ k(r) (with k(0) := 0) let

s(h) := sr , ε(h) :=

{
1 if mr > 0,
−1 if mr < 0.

Furthermore, set

k(l + r) := k + k(r) , tl+r := tr (1 ≤ r ≤ l),

s(k + h) := s(h) , ε(k + h) := −ε(h) (1 ≤ h ≤ k).

If we write

uij(s, ε, n) :=

{
Uij(s, n) if ε = 1,
Ūji(s, n) if ε = −1,

then the left-hand side of (2.2) is expressed as

(1

n

)2
n∑

i1,...,i2k=1

n∑
jk(1),...,jk(l),jk(l+1)+1,...,jk(2l)+1=1

( l∏
r=1

Bjk(r)ik(r)+1
(tr, n)

)

×
( 2l∏
r=l+1

B̄ik(r)jk(r)+1
(tr, n)

)
E
( 2k∏
h=1

uihjh(s(h), ε(h), n)
)

(2.3)

where ik(l)+1 := i1, jk(2l)+1 := jk+1, and{
jh = ih+1 for h ∈ {1, . . . , k} \ {k(1), . . . , k(l)},
ih = jh+1 for h ∈ {k + 1, . . . , 2k} \ {k(l + 1), . . . , k(2l)}. (2.4)

Using the Hölder inequality and (1.6) one can estimate

∣∣∣E( 2k∏
h=1

uihjh(s(h), ε(h), n)
)∣∣∣ ≤ 2k∏

h=1

E(|uihjh(s(h), ε(h), n)|2k)1/2k = O(n−k) (2.5)

as n→∞ uniformly for i1, j1, . . . , i2k, j2k.
We want to analyze the structure of the nonzero terms of (2.3). Since U(s, n)

(s ∈ S) are independent, the term E(
∏2k

h=1 uihjh(s(h), ε(h), n)) becomes a product of
the expectations factorized together with the same s(h). When the term is nonzero, we
can apply Lemma 1.1 to each factorized expectation of a product of uihjh(s(h), ε(h), n))
with the same s(h), and hence for each 1 ≤ r ≤ l and 1 ≤ i, j ≤ n we have

#{h : ih = i, s(h) = sr, ε(h) = 1} = #{h : jh = i, s(h) = sr, ε(h) = −1} ,
#{h : jh = j, s(h) = sr, ε(h) = 1} = #{h : ih = j, s(h) = sr, ε(h) = −1} .
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Thus, two pair partitions U and V can be chosen so that if {h, h′} ∈ U then s(h) = s(h′),
ε(h) = 1, ε(h′) = −1, ih = jh′ , and if {h, h′} ∈ V then s(h) = s(h′), ε(h) = −1,
ε(h′) = 1, ih = jh′, where either h < h′ or h > h′ may be chosen. The pair partitions U
and V, together with the relations in (2.4), cause many equalities among i1, . . . , i2k, and
they define the equivalence relation R(U ,V) on {1, . . . , 2k} so that ih = ih′ whenever
h, h′ are in the same equivalence class of R(U ,V). Here, by assumptions (in particular,
see (a), (b)) we can specify the case where a singleton {h} is an equivalence class. In
fact, if {h} is an equivalence class of R(U ,V), then the following must hold: When
1 ≤ h ≤ k, either {h, h−1} ∈ U , ε(h) = 1, ε(h−1) = −1 or {h, h−1} ∈ V, ε(h) = −1,
ε(h− 1) = 1, and for some 1 ≤ r ≤ l

h = k(r) + 1 , sr = sr+1 , qr = 0 , trn(B(tr, n)) = 0 (n ∈ N), (2.6)

where h ∈ {1, . . . , k} and r ∈ {1, . . . , l} are understood in the cyclic order. On the
other hand, when k + 1 ≤ h ≤ 2k, either {h, h+ 1} ∈ U , ε(h) = 1, ε(h + 1) = −1 or
{h, h+ 1} ∈ V, ε(h) = −1, ε(h+ 1) = −1, and for some l + 1 ≤ r ≤ 2l

h = k(r) , sr = sr+1 , qr = 0 , trn(B(tr, n)) = 0 (n ∈ N), (2.7)

where h ∈ {k + 1, . . . , 2k} and r ∈ {l + 1, . . . , 2l} are understood in the cyclic order.
Now, fix pair partitions U ,V of {1, . . . , 2k} and let h(1), . . . , h(k0) be the repre-

sentatives from the equivalence classes of R(U ,V) where h(1), . . . , h(l0) are from the
singleton equivalence classes (hence 0 ≤ l0 ≤ k0). It is obvious that

k0 ≤ l0 +
2k − l0

2
= k +

l0
2
.

When (i1, . . . , i2k) ∈ {1, . . . , n}2k is subject to R(U ,V), the terms of (2.3) are deter-
mined by (ι1, . . . , ιk0) := (ih(1), . . . , ih(k0)) so that one can set

αn(ι1, . . . , ιk0) := E
( 2k∏
h=1

uihjh(s(h), ε(h), n)
)
,

βn(ι1, . . . , ιk0) :=
( l∏
r=1

Bjk(r)ik(r)+1
(tr, n)

)( 2l∏
r=l+1

B̄ik(r)jk(r)+1
(tr, n)

)
,

where j1, . . . , j2k are determined subject to U ,V, that is, jh′ = ih if ε(h′) = −1 and
{h, h′} ∈ U , or if ε(h′) = 1 and {h, h′} ∈ V. Then it remains to prove that for any
partition W of {1, . . . , k0} one has∑

(ι1,...,ιk0
):W

βn(ι1, . . . , ιk0)αn(ι1, . . . , ιk0) = O(1) (as n→∞), (2.8)

where the summation is over (ι1, . . . , ιk0) ∈ {1, . . . , n}k0 such that ιp = ιq if p, q are in
the same block of W and otherwise ιp 6= ιq. Indeed, the sum in (2.3) can be divided
into finite disjoint portions (independently of n) each of which is written as the sum
in (2.8) subject to some possible triple (U ,V,W).
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First assume l0 ≤ 1 and so k0 ≤ k. Since

n∑
ι1,...,ιk0

=1

|αn(ι1, . . . , ιk0)| = nk0O(n−k) = O(1)

thanks to (2.5), we have (2.8) for any W.
Next assume 2 ≤ l0 ≤ 3 and so k0 ≤ k + 1. If #W (the number of blocks of W)

≤ k0 − 1, then ∑
(ι1,...,ιk0

):W

|αn(ι1, . . . , ιk0)| = nk0−1O(n−k) = O(1) .

So assume #W = k0 and choose {h} ∈ R(U ,V). Then the summation is over all
distinct ι1, . . . , ιk0 , and according to (2.6) and (2.7) either

Bjk(r)ik(r)+1
(tr, n) (= Bihih(tr, n)) (for some 1 ≤ r ≤ l) or

B̄ik(r)jk(r)+1
(tr, n) (= B̄ihih(tr, n)) (for some l + 1 ≤ r ≤ 2l)

appears only once in the product βn(ι1, . . . , ιk0). Hence we may write

βn(ι1, . . . , ιk0) = B̃ι1ι1(tr1 , n)β̃n(ι2, . . . , ιk0) (2.9)

for some 1 ≤ r1 ≤ 2l where B̃ιι(· , ·) means Bιι(· , ·) or B̄ιι(· , ·). Note that the permuta-
tion invariance (1.2) guarantees that αn(ι1, . . . , ιk0) has a constant value for all distinct
ι1, . . . , ιk0. Therefore, we have∣∣∣ ∑

(ι1,...,ιk0
):W

βn(ι1, . . . , ιk0)αn(ι1, . . . , ιk0)
∣∣∣

=
∣∣∣ ∑

(ι2,...,ιk0
):W

( ∑
ι1 6=ι2,...,ιk0

B̃ι1ι1(tr1 , n)
)
β̃n(ι2, . . . , ιk0)αn(ι1, . . . , ιk0)

∣∣∣
= nk0−1O(n−k) = O(1) , (2.10)

because ∑
ι1 6=ι2,...,ιk0

Bι1ι1(tr1 , n) = −
∑

ι1=ι2,...,ιk0

Bι1ι1(tr1 , n) = O(1)

is valid thanks to trn(B(tr1 , n)) = 0 (n ∈ N).
Now assume 4 ≤ l0 ≤ 5 and so k0 ≤ k + 2. As above we get (2.8) for any

W with #W ≤ k0 − 2. When #W = k0 − 1, we can choose p ∈ {1, . . . , l0} such
that {p} is a singleton block of W. Then either Bιpιp(tr, n) or B̄ιpιp(tr, n) (for some
1 ≤ r ≤ 2l) appears only once in the product βn(ι1, . . . , ιk0). Letting p = 1 and
writing βn(ι1, . . . , ιk0) as (2.9), we get (2.8) as in (2.10) because #W = k0 − 1 yields
#{(ι2, . . . , ιk0) :W} = O(nk0−2). When #W = k0, we can write

βn(ι1, . . . , ιk0) = B̃ι1ι1(tr1, n)B̃ι2ι2(tr2, n)β̃n(ι3, . . . , ιk0)
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for some 1 ≤ r1, r2 ≤ 2l. Since αn(ι1, . . . , ιk0) is constant for all distinct ι1, . . . , ιk0 , we
have ∣∣∣ ∑

(ι1,...,ιk0
):W

βn(ι1, . . . , ιk0)αn(ι1, . . . , ιk0)
∣∣∣

=
∣∣∣ ∑

(ι3,...,ιk0
):W

( ∑
ι2 6=ι3,...,ιk0

B̃ι2ι2(tr2 , n)
)( ∑

ι1 6=ι2,...,ιk0

B̃ι1ι1(tr1 , n)
)

×β̃n(ι3, . . . , ιk0)αn(ι1, . . . , ιk0)
∣∣∣

= nk0−2O(n−k) = O(1) .

We can similarly proceed in the case 6 ≤ l0 ≤ 7 and so on, and the proof is completed.

Corollary 2.2 Let (U(s, n))s∈S be an independent family of n × n standard unitary
random matrices. Let s1, . . . , sl ∈ S, m1, . . . ,ml ∈ Z \{0}, R > 0, and Br(n) (1 ≤ r ≤
l) be n× n constant matrices such that for each 1 ≤ r ≤ l either

(a) trn(Br(n)) = 0 and ‖Br(n)‖ ≤ R (n ∈ N), or

(b) Br(n) = In (n ∈ N) and sr 6= sr+1 (with sr+1 := s1).

Then for every 1 ≤ p <∞,

E
(∣∣∣trn( l∏

r=1

U(sr, n)mrBr(n)
)∣∣∣p)1/p

= O(n−1) (as n→∞) (2.11)

uniformly for the choice of Br(n) (1 ≤ r ≤ n) satisfying (a), (b) (for given R > 0).
Moreover,

trn
( l∏
r=1

U(sr, n)mrBr(n)
)
→ 0 a.s. (n→∞). (2.12)

Proof. We notice that in the above proof of (2.2) for p = 2 the existence of the limit
distribution of (B(t, n), B(t, n)∗)t∈T is no longer necessary and in fact the estimate (2.2)
is uniform for the choice of B(t, n) such that ‖B(t, n)‖ ≤ R for given R > 0. Hence
(2.11) for p = 2 has been proved. To prove (2.11) for general p, it is enough to assume
that p is an even integer, say 2d, because E(| · |p)1/p ≤ E(| · |2d)1/2d for p ≤ 2d. Now
the above proof works for this case as well and we can get

E
(∣∣∣trn( l∏

r=1

U(sr, n)mrBr(n)
)∣∣∣2d) =

( 1

n

)2d

ndkO(n−dk) = O(n−2d)

as n → ∞ where k := |m1| + · · · + |ml|. The almost sure convergence (2.12) is a
consequence of (2.11) for p = 2 as noted in the previous proof.
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3 Unitarily invariant selfadjoint random matrices

We say that an n× n selfadjoint random matrix H is unitarily invariant if the distri-
bution on Mn(C )sa of H is equal to that of the unitary transformation V HV ∗ for any
V ∈ V(n). In particular, a standard selfadjoint Gaussian matrix is unitarily invariant.
If H is unitarily invariant and f is a real continuous function on R, then the random
matrix f(H) given via the functional calculus is also unitarily invariant.

In this section we prove the asymptotic freeness almost everywhere for an indepen-
dent family of unitarily invariant selfadjoint random matrices together with constant
matrices. To prove this we need the following technical lemma. In the case p = 2
this was shown in [23], Lemma 4.3 by making use of Lévy metric on the probability
measures on R. Proof for general p ≥ 1 can be similarly done, so we omit the details.

Lemma 3.1 For every p ≥ 1, R > 0 and ε > 0, there exist k0 ∈ N and δ > 0
such that, for every n ∈ N and (ξ1, . . . , ξn), (η1, . . . , ηn) ∈ Rn with ξ1 ≤ . . . ≤ ξn and
η1 ≤ . . . ≤ ηn, if |ηi| ≤ R (1 ≤ i ≤ n) and∣∣∣ n∑

i=1

ξki −
n∑
i=1

ηki

∣∣∣ ≤ nδ (1 ≤ k ≤ k0),

then
∑n

i=1 |ξi − ηi|p ≤ nε.

In the proof of the next theorem we also use the Schatten p-norm (with respect to
trn) ‖A‖p := trn(|A|p)1/p for A ∈ Mn(C ) where 1 ≤ p < ∞. Recall the inequalities
|trn(A)| ≤ ‖A‖1 ≤ ‖A‖p ≤ ‖A‖ and the Hölder inequality ‖AB‖r ≤ ‖A‖p‖B‖q when
1/r = 1/p+ 1/q.

Theorem 3.2 Let (H(s, n))s∈S be an independent family of n× n unitarily invariant
selfadjoint random matrices and (B(t, n))t∈T be as in Theorem 2.1. If H(s, n) converges
in distribution (with respect to trn) almost surely to a compactly supported probability
measure ρs on R for each s ∈ S, then the family(

({H(s, n)})s∈S, {B(t, n), B(t, n)∗ : t ∈ T}
)

(3.1)

is asymptotically free almost everywhere as n→∞.

Proof. Take the diagonalization

H(s, n) = U(s, n)Λ(s, n)U(s, n)∗ ,

where U(s, n) is a unitary random matrix and

Λ(s, n) = diag(λ1(s, n), . . . , λn(s, n))

is a diagonal random matrix such that λ1(s, n) ≤ λ2(s, n) ≤ . . . ≤ λn(s, n). We can
make ({U(s, n),Λ(s, n)})s∈S an independent family. Choose an independent family
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(V (s, n))s∈S of standard unitary matrices which are also independent of U(s, n),Λ(s, n)
(s ∈ S). Then (V (s, n)U(s, n))s∈S becomes an independent family of standard uni-
tary matrices, and V (s, n)H(s, n)V (s, n)∗ has the same distribution as H(s, n) due to
the unitary invariance. In this way, we may assume without loss of generality that
(U(s, n))s∈S is an independent family of standard unitary matrices.

By assumption, for each s ∈ S the empirical eigenvalue distribution 1
n

∑n
i=1 δλi(s,n)

converges in distribution to a compactly supported measure ρs almost surely as n→∞.
We can choose (non-random) ξ1(s, n) ≤ ξ2(s, n) ≤ . . . ≤ ξn(s, n) in the support of
ρs such that 1

n

∑n
i=1 δξi(s,n) → ρs in distribution as n → ∞. Now set Ξ(s, n) :=

diag(ξ1(s, n), . . . , ξn(s, n)). Then for every s ∈ S Lemma 3.1 implies that

lim
n→∞

‖Λ(s, n)− Ξ(s, n)‖p = 0 a.s. (p ≥ 1). (3.2)

For any m ∈ N and p ≥ 1, using the Hölder inequality we get

‖Λ(s, n)m − Ξ(s, n)m‖p

≤
m∑
j=1

‖Λ(s, n)‖m−jmp ‖Λ(s, n)− Ξ(s, n)‖mp‖Ξ(s, n)‖j−1→ 0 a.s.

due to (3.2). Hence for any polynomial P and p ≥ 1 we have

lim
n→∞

‖P (Λ(s, n))− P (Ξ(s, n))‖p = 0 a.s. (3.3)

To prove the result, we may assume as in the proof of Theorem 2.1 that {(B(t, n))n∈N :
t ∈ T} forms a *-subalgebra of

∏
n∈NMn(C ). We have to prove that if s1, . . . , sl ∈ S,

P1, . . . , Pl ∈ C 〈X〉 and t1, . . . , tl ∈ T are such that for 1 ≤ r ≤ l

lim
n→∞

trn(Pr(H(sr, n))) = 0 a.s. (3.4)

and either

(a) limn trn(B(tr, n)) = 0, or

(b) B(tr, n) = In (n ∈ N) and sr 6= sr+1,

then

lim
n→∞

trn
( l∏
r=1

Pr(H(sr, n))B(tr, n)
)

= 0 a.s.,

that is,

lim
n→∞

trn
( l∏
r=1

U(sr, n)Pr(Λ(sr, n))U(sr, n)∗B(tr, n)
)

= 0 a.s. (3.5)
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Using the Hölder inequality again we get∣∣∣trn( l∏
r=1

U(sr, n)Pr(Λ(sr, n))U(sr, n)∗B(tr, n)
)

− trn
( l∏
r=1

U(sr, n)Pr(Ξ(sr, n))U(sr, n)∗B(tr, n)
)∣∣∣

≤
l∑

m=1

(m−1∏
r=1

‖Pr(Ξ(sr, n))‖
)
‖Pm(Λ(sm, n))− Pm(Ξ(sm, n))‖l

×
( l∏
r=m+1

‖Pr(Λ(sr, n))‖l
) l∏
r=1

‖B(tr, n)‖

→ 0 a.s.

thanks to (3.3). On the other hand, since trn(Pr(Ξ(sr, n))) → 0 by (3.3) and (3.4),
Theorem 2.1 implies that

lim
n→∞

trn

( l∏
r=1

U(sr, n)Pr(Ξ(sr, n))U(sr, n)∗B(tr, n)
)

= 0 a.s.

Here it should be remarked that each term Pr(Ξ(sr, n)) is separated from B(tr′, n) by
U(sr, n) or U(sr, n)∗, so we do not need to assume the existence of the limit distribution
of (B(t, n))t∈T and (Ξ(s, n))s∈S combined. Thus (3.5) is concluded.

Proposition 1.5 and Theorem 3.2 yield

Corollary 3.3 Let (H(s, n))s∈S be an independent family of n×n standard selfadjoint
Gaussian matrices and (B(t, n))t∈T be as in Theorem 2.1. Then the family(

({H(s, n)})s∈S, {B(t, n), B(t, n)∗ : t ∈ T}
)

is asymptotically free almost everywhere as n→∞.

Let (as)s∈S be a free family of semicircular elements (with distribution w2) in a
C∗-probability space. Then the corollary contains the almost sure convergence of the
mixed moments:

trn(H(s1, n)H(s2, n) · · ·H(sm, n))→ ϕ(as1as2 · · ·asm) a.s.

This result was proved independently by Thorbjørnsen [20] in a different method.
An n×n random matrix X(n) is called a standard non-selfadjoint Gaussian matrix

if {ReXij(n) : 1 ≤ i, j ≤ n} ∪ {ImXij(n) : 1 ≤ i, j ≤ n} is an independent family
of Gaussian random variables with identical distribution N(0, 1/2n). It is clear that
such X(n) is written as (H(1)(n) + iH(2)(n))/

√
2 where H(1)(n) and H(2)(n) are inde-

pendent standard selfadjoint Gaussian matrices. Thus we know by Corollary 3.3 that
the distribution of (X(n), X(n)∗) converges almost surely to that of (c, c∗), where c
is a (standard) circular element, that is, c = (a + i b)/

√
2 with a free pair (a, b) of

semicircular elements.
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Corollary 3.4 Let (X(s, n))s∈S be an independent family of n × n standard non-
selfadjoint Gaussian matrices and (B(t, n))t∈T be as in Theorem 2.1. Then the family(

({X(s, n), X(s, n)∗})s∈S, {B(t, n), B(t, n)∗ : t ∈ T}
)

is asymptotically free almost everywhere as n→∞. Moreover, the limit distribution of
(X(s, n), X(s, n)∗)s∈S is the distribution of a free family (cs, c

∗
s)s∈S of circular elements.

Proof. The family (X(s, n))s∈S can be written as

X(s, n) =
H(1)(s, n) + iH(2)(s, n)√

2
,

where (H(1)(s, n))s∈S ∪ (H(2)(s, n))s∈S is an independent family of n × n standard
selfadjoint Gaussians. Corollary 3.3 says that(

({H(1)(s, n)})s∈S, ({H(2)(s, n)})s∈S, {B(t, n), B(t, n)∗ : t ∈ T}
)

is asymptotically free almost everywhere. This implies (see [25], Proposition 2.5.5 (ii))
that so is the family(

({H(1)(s, n), H(2)(s, n)})s∈S, {B(t, n), B(t, n)∗ : t ∈ T}
)
,

which means the first assertion. The assertion on the limit distribution was already
mentioned above the theorem.

The next result is essentially due to [19] where A(n) and B(n) are non-random. It
says that the free convolution may be used to compute the limiting spectral distribution
of random matrices and vice versa. (See [25], Chap. 3 for additive and multiplicative
free convolutions.)

Proposition 3.5 For n ∈ N let A(n) and B(n) be n× n selfadjoint random matrices,
and U(n) be an n×n standard unitary random matrix independent of A(n), B(n). As-
sume that the distributions of A(n), B(n) converge almost surely to compactly supported
probability measures µ, ν, respectively. Then (A(n), U(n)B(n)U(n)∗) is asymptotically
free almost everywhere and the limit distribution of A(n) + U(n)B(n)U(n)∗ is the ad-
ditive free convolution µ� ν. Moreover, when A(n), B(n) ≥ 0, the limit distribution of
A(n)1/2U(n)B(n)U(n)∗A(n)1/2 is the multiplicative free convolution µ� ν.

Proof. Write

A(n) = V1(n)diag(a1(n), . . . , an(n))V1(n)∗ ,

B(n) = V2(n)diag(b1(n), . . . , bn(n))V2(n)∗ ,

where a1(n) ≤ . . . ≤ an(n), b1(n) ≤ . . . ≤ bn(n) and V1(n), V2(n) are random uni-
taries. The assumption guarantees that U(n) is independent of V1(n), V2(n). Hence
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V1(n)∗U(n)V2(n) is still a standard unitary matrix. So we may assume that A(n), B(n)
are diagonal random matrices whose diagonals are ordered increasingly (though U(n)
is no longer independent of A(n), B(n)). As in the proof of Theorem 3.2 choose (non-
random) ϕ1(n) ≤ ϕ2(n) ≤ . . . ≤ ϕn(n) in the support of µ such that 1

n

∑n
i=1 δϕi(n) → µ

in distribution as n → ∞, and set Φ(n) := diag(ϕ1(n), . . . , ϕn(n)). Similarly set
Ψ(n) := diag(ψ1(n), . . . , ψn(n)) for ν. Then Lemma 3.1 implies that limn ‖A(n) −
Φ(n)‖p = 0 a.s. and limn ‖B(n) − Ψ(n)‖p = 0 a.s. for all p ≥ 1. Now the proof us-
ing Theorem 2.1 can be performed similarly to the proof of Theorem 3.2, so we omit
the details. The assertions concerning the limit distributions are immediate from the
asymptotic freeness.

We end this section with a few remarks.

Remark 3.6 Our discussion on Haar distributed unitary matrices in Sect. 1 can be
repeated for Haar distributed orthogonal real matrices. Let Q = [Qij ]

n
i,j=1 be an n× n

random orthogonal matrix distributed according to the Haar probability measure on
the orthogonal group O(n). The lemma taking the place of Lemma 1.1 is that if
i1, . . . , il, j1, . . . , jl ∈ {1, . . . , n} and E(Qi1j1Qi2j2 · · ·Qiljl) 6= 0 then #{r : ir = i} and
#{r : jr = j} are even for every 1 ≤ i, j ≤ n. Also, it is not difficult to confirm
E(Q2k

ij ) = O(n−k) as n → ∞ for k ∈ N . Then the proof of Theorem 2.1 works well
when (U(s, n))s∈S is replaced by an independent family (Q(s, n))s∈S of Haar distributed
orthogonal matrices. In this way, one can show a version of Theorem 3.2 in the case
where (H(s, n))s∈S is an independent family of real symmetric Gaussian matrices hav-
ing an orthogonal invariant distribution and an almost sure limit distribution. This is
the case in particular when H(s, n)’s are independent standard real symmetric Gaus-
sian matrices.

Remark 3.7 In Theorem 3.2 one may ask if the plain asymptotic freeness of the family
(3.1) holds under the weaker assumption that H(s, n) converges in expectation (with
respect to τn) to ρs for each s ∈ S. However, the following simple example shows that
this is not true. Let H(n) be a standard selfadjoint Gaussian matrix and ξ be a real
random variable taking two values α 6= β with probability 1/2, respectively. Assume
that H(n) and ξ are independent. Then it is obvious that the unitarily invariant
pair (H(n), ξIn) has the limit distribution on C 〈X1 , X2〉 in expectation, for which X1

and X2 are not free (but independent). Here ξIn does not have the almost sure limit
distribution (note trn(ξIn) = ξ). Thus we observe that the concept of asymptotic
freeness almost everywhere should be more appropriate than the plain asymptotic
freeness when unitarily invariant random matrices are concerned.

4 Bi-unitarily invariant non-selfadjoint random ma-

trices

An n×n random matrix T is said to be bi-unitarily invariant if the distribution Mn(C )
of T is equal to that of V1TV2 for any V1, V2 ∈ U(n). A standard non-selfadjoint
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Gaussian matrix is bi-unitarily invariant. In this section we extend Corollary 3.4 to
the case of bi-unitarily invariant random matrices.

The next lemma is a characterization of bi-unitarily invariant random matrices (up
to distribution) in the form of polar decomposition. This may be rather known but we
find no suitable reference, so the proof is given for convenience of the reader.

Lemma 4.1 An n × n random matrix T is bi-unitarily invariant if and only if its
distribution on Mn(C ) is equal to that of a random matrix of the form UH such that

(1) U is an n× n standard unitary random matrix,

(2) H is an n× n unitarily invariant positive semidefinite random matrix,

(3) U and H are independent.

Proof. Let U and H be as stated in (1)–(3). For any V1, V2 ∈ U(n) it is clear that the
distribution on Mn(C ) of V1(UH)V2 = (V1UV2)(V ∗2 HV2) and UH are the same. Hence
UH is bi-unitarily invariant. Conversely, assume that T is a bi-unitarily invariant
random matrix defined on a probability space (Ω, P ). Here we write an underlying
probability space explicitly to make the proof precise. Let T = U0H be the polar
decomposition with a unitary random matrix U0 and H = (T ∗T )1/2. Remark that H
is unique while U0 is not. The bi-unitary invariance of T implies the unitary invariance
of H. Now choose a standard unitary matrix V on another probability space (Ω′, P ′)
and define a unitary random matrix U(ω′, ω) := V (ω′)U0(ω) on (Ω′ × Ω, P ′ ⊗ P ). It
is immediate to see that the distribution of T and V T = UH are the same. For any
Borel sets Γ ⊂ U(n) and Ξ ⊂Mn(C ) we have

(P ′ ⊗ P )(U ∈ Γ, H ∈ Ξ) =

∫ (∫
χΓ(V (ω′)U0(ω)) dP ′(ω′)

)
χΞ(H(ω)) dP (ω)

= γn(Γ)P (H ∈ Ξ) ,

where γn is the Haar measure on U(n). This shows that U is Haar distributed and
U,H are independent. Hence the required properties of U,H are shown.

The notion of R-diagonal elements was introduced in [12]. In place of the definition
we here state its characterization shown in [12], p. 155 as a lemma.

Lemma 4.2 Let (A, ϕ) be a C∗-probability space such that ϕ is a tracial state. An
element x ∈ A is R-diagonal if and only if there exist a Haar unitary u and a positive
element h (in another (A′, ϕ′) such as (A, ϕ)) such that h is free from {u, u∗} and the
distribution of (x, x∗) and (uh, hu∗) are the same.

Theorem 4.3 Let (X(s, n))s∈S be an independent family of n×n bi-unitarily invariant
random matrices and (B(t, n))t∈T be as in Theorem 2.1. If X(s, n)∗X(s, n) converges
in distribution almost surely to a compactly supported measure ρs for each s ∈ S, then
the family (

({X(s, n), X(s, n)∗})s∈S, {B(t, n), B(t, n)∗ : t ∈ T}
)
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is asymptotically free almost everywhere as n → ∞. Moreover, the almost sure limit
distribution of (X(s, n), X(s, n)∗)s∈S is the distribution of a free family (xs, x

∗
s)s∈S of

R-diagonal elements where x∗sxs has the distribution ρs.

Proof. According to Lemma 4.1 we may write X(s, n) = U(s, n)H(s, n) where U(s, n)
and H(s, n) are as stated in (1)–(3) of the lemma. Furthermore, as in the proof
of Theorem 3.2, we may write H(s, n) = V (s, n)Λ(s, n)V (s, n)∗ where V (s, n) is a
standard unitary matrix and Λ(s, n) is a diagonal random matrix with increasingly
ordered diagonals. Here we can make (U(s, n))s∈S∪(V (s, n))s∈S an independent family.
Since H(s, n)2 = X(s, n)∗X(s, n), it follows from Lemma 3.1 that H(s, n) converges
in distribution almost surely to the image measure of ρs by t 7→ t1/2 for each s ∈ S.
Hence the method in proving Theorem 3.2 can be applied to show that(

({U(s, n)})s∈S, ({H(s, n)})s∈S, {B(t, n), B(t, n)∗ : t ∈ T}
)

is asymptotically free almost everywhere. Furthermore, this implies that (X(s, n), X(s, n)∗)
converges in distribution to (ushs, hsu

∗
s) almost surely, where us is a Haar unitary and

hs is a positive element (chosen in a C∗-probability space with a tracial state) such that
hs is free from {us, u∗s} and h2

s has the distribution ρs. Hence we have the conclusion
by Lemma 4.2.

Lemma 4.2 is considered as the limiting form of Lemma 4.1. In fact, we see that
for an element x in a C∗-probability space with a tracial state, x is R-diagonal if and
only there exist bi-unitarily invariant random matrices X(n) (n ∈ N) such that the
distribution of (X(n), X(n)∗) with respect to trn converges almost surely to that of
(x, x∗). The “if” part is included in Theorem 4.3 and the “only if” can be easily shown
from Lemma 4.2 and Theorem 2.1. In this way, we observe that bi-unitarily invariant
random matrices are almost everywhere random matrix models of R-diagonal elements.
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[15] F. Rădulescu, The fundamental group of the von Neumann algebra of a free group
with infinitely many generators is R \{0}, J. Amer. Math. Soc. 5 (1992), 517–532.

[16] F. Rădulescu, Stable equivalence of the weak closures of free groups convolution
algebras, Comm. Math. Phys. 156 (1993), 17–36.
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