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Preface

In these notes, we present a number of recent results concerning discrete and continuous
random trees, and spatial branching processes. In the last chapter we also briefly discuss
connections with topics such as partial differential equations or infinite particle systems.
Obviously, we did not aim at an exhaustive account, and we give special attention to the
quadratic branching case, which is the most important one in applications. The case of a
general branching mechanism is however discussed in our presentation of superprocesses in
Chapter 3, and in the connections with Lévy processes presented in Chapter 5 (more about
these connections will be found in the forthcoming monograph [19]). Our first objective was
to give a thorough presentation of both the coding of continuous trees (whose prototype is
Aldous’ CRT') and the construction of the associated spatial branching processes (superpro-
cesses, Brownian snake). In Chapters 2 to 4, we emphasize explicit calculations: Marginal
distributions of continuous random trees or moments of superprocesses or the Brownian
snake. On the other hand, in Chapter 5 we give a more probabilistic point of view relying
on certain deep properties of spectrally positive Lévy processes. In the first five chapters,
complete proofs are provided, with a few minor exceptions. On the opposite, Chapter 6,
which discusses connections with other topics, contains no proofs (including them would
have required many more pages).

Chapter 1 discusses scaling limits of Galton-Watson trees whose offspring distribution is
critical with finite variance. We give a detailed proof of the fact that the rescaled contour
processes of a sequence of independent Galton-Watson trees converge in distribution, in a
functional sense, towards reflected Brownian motion. Our approach is taken from [19], where
the same result is proved in a much greater generality. Aldous [2] gives another version
(more delicate to prove) of essentially the same result, by considering the Galton-Watson
tree conditioned to have a (fixed) large population size.

The results of Chapter 1 are not used in the remainder of the notes, but they strongly
suggest that continuous random trees can be coded (in the sense of the contour process)
by Brownian excursions. This coding is explained at the beginning of Chapter 2 (which is
essentially Chapter IIT of [26]). The main goal of Chapter 2 is then to give explicit formulas
for finite-dimensional marginals of continuous trees coded by Brownian excursions. In the
case of the Brownian excursion conditioned to have duration 1, one recovers the marginal
distributions of Aldous’ continuum random tree [1],[2].

Chapter 3 is a brief introduction to superprocesses (measure-valued branching processes).
Starting from branching particle systems where both the number of particles and the branch-
ing rate tend to infinity, a simple analysis of the Laplace functionals of transition kernels



yields certain semigroups in the space of finite measures. Superprocesses are then defined
to be the Markov processes corresponding to these semigroups. We emphasize expressions
for Laplace functionals, in the spirit of Dynkin’s work, and we use moments to derive some
simple path properties in the quadratic branching case. The presentation of Chapter 3 is

taken from [26]. More information about superprocesses may be found in [9], [10], [16], or
130].

Chapter 4 is devoted to the Brownian snake approach [24],[26]. This approach exploits the
idea that the genealogical structure of superprocesses with quadratic branching mechanism is
described by continuous random trees, which are themselves coded by Brownian excursions
in the sense explained in Chapter 2. In the Brownian snake construction of superprocesses,
the genealogical structure is first prescribed by a Poisson collection of Brownian excursions,
and the spatial motions of “individual particles” are then constructed in a way compatible
with this genealogical structure. Chapter 4 also gives a few applications of the Brownian
snake construction. In particular, the Brownian snake yields a simple approach to the
random measure known as ISE (Integrated Super-Brownian Excursion), which has appeared
in several recent papers discussing asymptotics for models of statistical mechanics [11], [23].

In Chapter 5, we extend the snake approach to the case of a general branching mechanism.
The basic idea is the same as in the Brownian snake approach of Chapter 4. However the
genealogy of the superprocess is no longer coded by Brownian excursions, but instead by a
certain functional of a spectrally positive Lévy process whose Laplace exponent is precisely
the given branching mechanism. This construction is taken from [27], [28] (applications are
given in [19]). However the approach presented here is less computational (although a little
less general) than the one given in [28], which relied on explicit moment calculations in the
spirit of Chapter 4 of the present work.

Finally, Chapter 6 discusses connections with other topics such as partial differential
equations, infinite particle systems or scaling limits of lattice trees.



Chapter 1

Galton-Watson trees

1.1 Preliminaries

Our goal in this chapter is to study the convergence in distribution of rescaled Galton-Watson
trees, under the assumption that the associated offspring distribution is critical with finite
variance. To give a precise meaning to the convergence of trees, we will code Galton-Watson
trees by a discrete height process, and we will establish the convergence of these (rescaled)
discrete processes to reflected Brownian motion. We will also prove that similar convergences
hold when the discrete height processes are replaced by the contour processes of the trees.

Let us introduce the assumptions that will be in force throughout this chapter. We start
from an offspring distribution pu, that is a probability measure (u(k),k = 0,1,...) on the
nonnegative integers. We make the following two basic assumptions:

(i) (critical branching) Z kp(k) = 1.
k=0

(ii) (finite variance) 0<o?:= Z k? (k) — 1 < oo.
k=0

The criticality assumption means that the mean number of children of an individual is
equal to 1. The condition 02 > 0 is needed to exclude the trivial case where p is the Dirac
measure at 1.

The p-Galton-Watson tree is then the genealogical tree of a population that evolves
according to the following simple rules. At generation 0, the population starts with only one
individual, called the ancestor. Then each individual in the population has, independently of
the others, a random number of children distributed according to the offspring distribution
1.

Under our assumptions on g, the population becomes extinct after a finite number of
generations, and so the genealogical tree is finite a.s. It will be convenient to view the
p-genealogical tree 7 as a (random) finite subset of

U
n=0
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where N = {1,2,...} and N° = {()} by convention. Here () corresponds to the ancestor,
the children of the ancestor are labelled 1,2,..., the children of 12 are labelled 11,12, ...
and so on (cf Fig. 1). In this special representation, it is implicit that the children of each
individual are ordered, a fact that plays an important role in what follows. We can also view
the p-Galton-Watson tree as a random element of the set of all finite rooted ordered trees.

Our main interest is in studying the law of the u-Galton-Watson tree conditioned on
the event that this tree is large in some sense. One could use several methods to make the
conditioning precise. For instance, it would be natural to condition the tree to have exactly
n vertices or individuals (this makes sense under mild assumptions on u) and then to let n
tend to infinity. For mathematical convenience, we will adopt a different point of view and
prove a limit theorem for a sequence of independent pu-Galton-Watson trees. It turns out
that this limit theorem really gives information about the “large” trees in the sequence and
thus answers our original question in a satisfactory way.

How can we make sense of the convergence of rescaled random trees 7 In this work, we
will code Galton-Watson trees by random functions and then use the well-known notions
of weak convergence of random processes. This approach has the advantage of avoiding
any additional formalism (topology on discrete or continuous trees) and is still efficient for
applications. We start from a sequence 77,75, ... of independent u-Galton-Watson trees.
We attach to this sequence two discrete-time integer-valued random processes. The first
one, called the contour process is especially easy to visualize (cf Fig.1). We imagine the
displacement of a particle that starts at time 0 from the ancestor of the tree 7; and then
moves on this tree according to the following rules. The particle jumps from an individual to
its first not yet visited child, if any, and if none to the father of the individual. Eventually,
the particle comes back to the ancestor after having visited all individuals of the tree, and
it then jumps to the ancestor of the next tree. The value C), of the contour process at time
n is the generation of the individual visited at step n in this evolution. In some sense, the
graph of the function n — ), draws the contour of the tree.

121 122
11\ 12 13
1 2
0
Galton-Watson tree contour process height process

Figure 1



The height process H,, is defined in a slightly more complicated way, but is mathemat-
ically more tractable. Write

T = {ug,ug, ..., up, 1}
for the individuals of the tree 77 listed in lexicographical order (thus u = 0, ul = 1, etc.).
Then, for n € {0,1,...,n; — 1}, we let H, = |ul| be the generation of individual ..
Similarly, if

To={ug,ui,...,ul,_}
are the individuals of the tree 75 listed in genealogical order, we set H, = |u2_, | for
n € {ny,n +1,...,n1 +ny — 1}, and so on. In other words, we have a particle that visits

the different vertices of the sequence of trees one tree after another and in lexicographical
order for each tree (thus each vertex is visited exactly once) and we let H,, be the generation
of the vertex visited at step n. Fig. 1 shows the contour process and the height process for
a single Galton-Watson tree.

It is elementary to verify that both the height process and the contour process characterize
the sequence 77,75, ... and in this sense provide a coding of the sequence of trees.

We start with a simple lemma that is crucial for our approach. Recall that if v is
a probability distribution on the integers, a discrete-time process (S,,n > 0) is called a
random walk with jump distribution v if it can be written as

Su=Yi+ Yot +Y,
where the variables Y7, Y5, ... are independent with distribution v.

Lemma 1.1.1 Let 7,75, ... be a sequence of independent pi-Galton-Watson trees, and let
(Hp,m > 0) be the associated height process. There exists a random walk S, with jump
distribution v(k) = p(k + 1), for k=—1,0,1,2,..., such that for every n >0,

H, =Card{k € {0,1,...,n—1}: Sy, = inf S;}. (1.1)
k<j<n

It would be cumbersome to give a detailed proof of this lemma, and we only explain the
idea. As previously, write ny, resp. ns,ns,... for the number of individuals in the tree 77,
resp. 73,73,.... Recall that H, is the generation of the individual visited at time n for a
particle that visits the different vertices of the sequence of trees one tree after another and
in lexicographical order for each tree. Write R, for the quantity equal to the number of
younger brothers (younger refers to the order on the tree) of the individual visited at time
n plus the number of younger brothers of his father, plus the number of younger brothers of
his grandfather etc. Then the random walk that appears in the lemma may be defined by

Sn:Rn—(]—l) ifnl—i----nj_l§n<n1+---+nj.

To verify that S is a random walk with jump distribution v, note that because of the lexi-
cographical order of visits, we have at time n no information on the fact that the individual
visited at that time has children or not. If he has say & > 1 children, which occurs with
probability p(k), then the individual visited at time n + 1 will be the first of these children,

9



and our definitions give R,+1 = R, + (kK — 1) and S,,41 = S, + (k — 1). On the other hand
if he has no child, which occurs with probability (0), then the individual visited at time
n + 1 is the first of the brothers counted in the definition of R, (or the ancestor of the next
tree if R, = 0) and we easily see that S,4; = S, — 1. We thus get exactly the transition
mechanism of the random walk with jump distribution v.

Let us finally explain formula (1.1). From our definition of R,, and S, it is easy to see
that the condition n < inf{j > k : S; < S} holds iff the individual visited at time n is a
descendant of the individual visited at time k& (more precisely, inf{j > k : S; < S} is the
time of the first visit after k& of an individual that is not a descendant of individual k). Put
in a different way, the condition Sy = infj<;<, S; holds iff the individual visited at time &
is an ascendant of the individual visited at time n. It is now clear that the right-hand side
of (1.1) just counts the number of ascendants of the individual visited at time n, that is the
generation of this individual.

The representation (1.1) easily leads to the following useful property of the height process.

Lemma 1.1.2 Let 7 be a stopping time of the filtration (F,,) generated by the random walk
S. Then the process

(HTM — inf Hyn> 0)

7<k<T+n

is independent of F, and has the same distribution as (H,,n > 0).

Proof. Using (1.1) and considering the first time after 7 where the random walk S attains
its minimum over [7, 7 + nJ, one easily gets

inf Hy,=Card{ke€{0,1,...,7—1}: S, = inf S;}.

T7<k<7t+4+n k<j<t+n

Hence,

H,.,— inf Hy = Card{ke{r,....7+n—1}:S = inf S;}

T<k<T+n k<j<t+n
= Card{kG{O,...,n—l}:Sk:kginsj},
where S7 denotes the shifted random walk ST = S; 1, —S;. Since S7 is independent of F,

and has the same distribution as S, the desired result follows from the previous formula and
Lemma 1.1.1. 0

1.2 The basic limit theorem

We will now state and prove the main result of this chapter. Recall the assumptions on
the offspring distribution p formulated in the previous section. By definition, a reflected
Brownian motion (started at the origin) is the absolute value of a standard linear Brownian
motion started at the origin. The notation [z] refers to the integer part of x.

10



Theorem 1.2.1 Let 71,75, ... be a sequence of independent u-Galton- Watson trees, and let
(Hp,n > 0) be the associated height process. Then

1 (@ 2
— Hipy,t >0 ZB,t>0
(et 2 0) 20 (2t 20)

where (3 is a reflected Brownian motion. The convergence holds in the sense of weak conver-
gence on D(R, R, ).

The proof of Theorem 1.2.1 consists of two separate steps. In the first one, we obtain the
weak convergence of finite-dimensional marginals and in the second one we prove tightness.

First step. Let S = (S,,n > 0) be as in Lemma 1.1.1. Note that the jump distribution
v has mean 0 and finite variance o2, and thus the random walk S is recurrent. We also
introduce the notation

M, = sup Sk
0<k<n
0<k<n
Donsker’s invariance theorem gives
1 (@
(—=Sppi t = 0) — (0 B;,t > 0) (1.2)

VP =

where B is a standard linear Brownian motion started at the origin.
For every n > 0, introduce the time-reversed random walk S™ defined by

Sp = Sp — Stn_i)t

and note that (§,?, 0 < k < n) has the same distribution as (S,,0 < k <n). ;From formula
(1.1), we have

H, =Card{k€{0,1,....,n—1}: Sy = inf S} = ®,(5"),
k<j<n

where for any discrete trajectory w = (w(0),w(1),...), we have set

®,(w) =Card{k € {1,...,n} :w(k) = sup w(j)}

0<j<k

We also set
Kn = q)n(S) = Card {k € {1, .. ,n} : Sk = Mk}

The following lemma is standard.

Lemma 1.2.2 Define a sequence of stopping times T, j = 0,1,... inductively by setting
To = 0 and for every 7 > 1,

T; =inf{n > T;_1: S, = M,}.

Then the random wvariables St, — St,_,, j = 1,2,... are independent and identically dis-
tributed, with distribution

P[Sr, = K] = v([k,0)) , k> 0.

11



Note that the distribution of Sz, has a finite first moment:

E[Sr,] = Zku ([k, 0) :ij' :%
7=0

The next lemma is the key to the first part of the proof.

Lemma 1.2.3 We have
H, ® 2

S, — I, n—oo o

where the notation &) means convergence in probability.

Proof. From our definitions, we have

Kn
M, = Z (STk - STk—l) = Z(STk - STk—l)‘
k=1

Tkgn
Using Lemma 1.2.2 and the law of large numbers, we get

Mn as 2
o8 plsy] = 2

KTL n—oo

By replacing S with the time-reversed walk S™ we see that for every n, the pair (M,, K,)
has the same distribution as (.S,, — I,,, H,). Hence the previous convergence entails

Sn - [n (P) 02
— —,
H, n—oo 2

and the lemma follows. O
;From (1.2), we have for every choice of 0 < t; <ty < -+ < tp,

1 () : .
% <S[pt1] - I[ptl], ey S[ptm] - ][ptm}> I:O O'<Bt1 - Oglglgftl BS, ey Btm — oglsngftm BS>.

Therefore it follows from Lemma 1.2.3 that
1
VP

However, a famous theorem of Lévy states that the process

2
(Hipuas - Hito) 2 =(Byy = it Boyoo By, = inf By},

p—oo O 0<s<t; 0<s<tm

Bt :Bt — lnf Bs

0<s<t

is a reflected Brownian motion. This completes the proof of the convergence of finite-
dimensional marginals in Theorem 1.2.1.

12



Second step. To simplify notation, set

1
HY = —Hpy.

VP

We have to prove the tightness of the laws of the processes H® in the set of all probability
measures on the Skorokhod space D(R,R). By standard results (see e.g. Corollary 3.7.4 in
[20]), it is enough to verify the following two properties:

(i) For every t > 0 and 1 > 0, there exists a constant K > 0 such that

liminf P[H® < K]>1—1.

p—00

(ii) For every "> 0 and § > 0,

lim limsup P| sup sup |Ht(p) — H((f—)1)2fnT| > 46| =0.
n—0o  pooo 1<i<2n te[(i—1)2-nT,i2~"T]

Property (i) is immediate from the convergence of finite-dimensional marginals. Thus
the real problem is to prove (ii). We fix 6 > 0 and 7" > 0 and first observe that

P[ sup sup |HP — H(le)g—nT| > 5] < Ai(n,p) + Az(n, p) + As3(n,p) (1.3)

(]
1<i<2n te[(i—1)2-"T,i2="T] (

where

i ®) 0
Ai(n,p) = P| sup |H2 nT_H —1)2- "T| > 5}
L1<i<on

r 46
Ay(n,p) = P sup Ht(p) > H((le)Q_nT + — for some 1 <17 < 2”}
te[(i—1)2-"T,i2nT] 5

[ . 40 Con
As(n,p) = P te[(iil)glﬁT’mT} HY < Hg’,)lT — % for some 1 <7 <2 ]

The term A; is easy to bound. By the convergence of finite-dimensional marginals, we have

limsup 4;(n,p) < P| sup —Wm ny = Ba—n2-nr| > 5}
p—00 1<i<2n O
and the path continuity of the process (8 ensures that the right-hand side tends to 0 as
n — oo.
To bound the terms Ay and Aj, we introduce the stopping times Tk , k > 0 defined by
induction as follows:

)
Tk+1 inf{t > r(p ;Ht(p) > inf Hﬁp) + 5}



Let i € {1,...,2"} be such that

46
sup aH" > g

te[(i—1)2—T,i2"T) (i—1)2—nT 5 ( )

Then it is clear that the interval [(i — 1)27"T,:2"T] must contain at least one of the random
times T,Ep ) k> 0. Let T](p ) be the first such time. By construction we have

)
sup Ht(p) S H((f,)l)g—nT + 57
te[(i-1)2=T,r "))

and since the positive jumps of H®) are of size Lp, we get also

(») (») o, 1 (») 20
HT](D) < H(z‘—l)Q*"T tzt+—=< H(ip—1)2*"T + g

p 5 \/Z_)

provided that p > (5/6)?. From (1.4), we have then

1)
sup Ht(p) > Hﬁ’z) + 5
te[r\ i2nT] i

(

which implies that Tji)l <427"T. Summarizing, we get for p > (5/4)>

Ay(n,p) < P[T,ﬁp) < T and 7',55’31 — 7P < 27T for some k > O]. (1.5)

A similar argument gives exactly the same bound for the quantity As(n,p).
The following lemma is directly inspired from [20] p.134-135.

Lemma 1.2.4 For everyx >0 and p > 1, set
Gy(x) = P[T,ﬁp) <T and Tlgi)l — T,ip) <z for some k > 0]

and

F,(z) = supP[Tlgp) <T and T]gi)l - T,Sp) < x}

k>0

Then, for every integer L > 1,

Gp(x) < LF,(x)+ LeT/ dye ™ F,(y).

0

Proof. For every integer L > 1, we have

™~
—

Gp(x) < P[Tép) < T and Téﬁ_)l — Tk(:p) < ZL’] + P[TI(/P) < T]

il
o

~
[y

LE(@)+e'B [1{T£”><T}‘ P ( - 0(71511)1 - Tzip))ﬂ

IN
=
l

L-1

LE () + " T B[ 10y ep(=LiriZ = 1i7)
k=0

IN

:|1/L

14



Then observe that for every k € {0,1,..., L — 1},

® _ _® = L
Ellw <y exp(=L(ny — 7 ))] s B [1{T£p)<T} /Tu)) ) dyLe ™
k+1 k
< / dy Le™™ F,(y).
0
The desired result follows. O

Thanks to Lemma 1.2.4, the limiting behavior of the right-hand side of (1.5) will be
reduced to that of the function F,(x). To handle F,(z), we use the next lemma.

Lemma 1.2.5 The random variables T,Ei)l — T,Ep) are independent and identically distributed.

Furthermore,
liﬁ)l <lim sup P[r?) < x]) = 0.

p—00

Proof. The first assertion is a straightforward consequence of Lemma 1.1.2. Let us turn to
the second assertion. To simplify notation, we write &' = §/5. For every n > 0, set

1
T® = inf{t >0:—Spn < —n}.
" { o }

Then,
Plr? <) = P[supng) > (5’] < P| sup H? > (5’] + P[T" < a].

s<z ngyng)

On one hand, by (1.2)

: : e 1 .
lim sup P[Tép) < z] < limsup P[%g %S[pt} < —n] < Plinf 8, < —n),

pP—00 p—00 i<z

and the right-hand side goes to zero as z | 0, for any choice of 7 > 0. On the other hand,
the construction of the height process shows that the quantity

sup HP

ngr(]p)

is distributed as (M, —1)/,/p, where M, is the extinction time of a Galton-Watson process
with offspring distribution s, started at [n,/p] + 1. Write g for the generating function of 4
and g, for the k-th iterate of g. It follows that

P[ sup Hs(p) >0 =1- g[(;,\/ml(o)[ﬂ\/ﬁ]Jrl'
SSTT(’P)

A classical result of the theory of branching processes [4] states that, as k — oo,

2 1
gr(0) =1 — 2 + O(E)'

15



It follows that
lim <lim inf g[ymH(O)[n\/ﬁHl) =1

n—0 \ p—oo

andthuslim,,_ <lim Sup,_o P [SUP <7 HY > 5’}) = 0.T hesecondassertiono fthelemmanow follows.
R
O

We can now complete the proof of Theorem 1.2.1. Set:

F(z) =limsup Fy(z) , G(z)=limsup G,(z).
p—o0 p—00
Lemma 1.2.5 immediately shows that F'(z) | 0 as = | 0. On the other hand, we get from
Lemma 1.2.4 that for every integer L > 1,

Glz) < LF(x)+ Le" /Ooo dy e~ F(y).

It follows that we have also G(z) | 0 as x | 0. By (1.5), this gives

lim <lim sup AQ(n,p)) =0,
n—00 p—00
and the same property holds for As(n,p). This completes step 2 and the proof of Theorem
1.2.1. ]

1.3 Convergence of contour processes

In this section, we show that the limit theorem obtained in the previous section for rescaled
discrete height processes can be formulated as well in terms of the contour processes of the
Galton-Watson trees. The proof relies on simple connections between the height process and
the contour process of a sequence of Galton-Watson trees.

As in Theorem 1.2.1, we consider the height process (H,,n > 0) associated with a
sequence of independent u-Galton-Watson trees. We also let (C,,,n > 0) be the contour
process associated with this sequence of trees (see Section 1.1). By linear interpolation we
can extend the contour process to real values of the time-parameter ¢ > 0 (cf fig.1). We also
set

J, = Card{k € {1,...,n}, H, =0}

and
K,=2n—-H, —2J,.

Note that the sequence K, is strictly increasing and K,, > n.

Recall that the value at time n of the height process corresponds to the generation of the
individual visited at time n, assuming that individuals are visited in lexicographical order
one tree after another. It is easily checked by induction on n that [K,,, K,.1] is exactly the
time interval during which the contour process goes from the individual n to the individual
n + 1. From this observation, we get

sup |Ot_Hn| S |Hn+1—Hn|+1
tE[KnyKn-&-l}

16



A more precise argument for this bound follows from the explicit formula for C} in terms of
the height process: For t € [K,, K,11],

C,=H, - (t—K,) if € [Kp,2n+1— Hyry — Jn — Josils
Cy=Hpyr — (K1 — t) ifte@n+1—Hyr — Jp— Joit, Knpal.

These formulas are easily checked by induction on n.
Define a random function ¢ : Ry — N by setting ¢(t) = n iff t € [K,,, K,,4+1). From the
previous bound, we get for every integer m > 1,

sup |Cy — Hypy| < sup  |Cy — Hywllegl + sup [Hp1 — Hy. (1.6)
te[0,m] te[0,Km] n<m

Similarly, it follows from the definition of K, that

t 1
sup |p(t) — =] < sup |<p()——|<—supH + Jy + 1. (1.7)
te[0,m] +€[0,Km] 2 n<m

Theorem 1.3.1 We have
1 V2
<%Cpt, t> 0) pi; (=fust 2 0). (1.8)

where (3 is a reflected Brownian motion and the convergence holds in the sense of weak
convergence in D(R, Ry).

Proof. For every p > 1, set ¢,(t) = p~*p(pt). By (1.6), we have for every m > 1,

1 1
sup [—=Chpt — + — sup |Hipg41 — Hypyg| — 0 (1.9)

T = Hp%"p ®
t<m | /P VP \f \f P00

in probability, by Theorem 1.2.1.
On the other hand, it easily follows from (1.1) that J, = — infx<, Sk, and so the conver-
gence (1.2) implies that, for every m > 1,

1
= Jy U 5 inf B, (1.10)

\/ﬁ p—>oo t<m
Then, we get from (1.7)

1 1
sup |pp(t) — | < 5 sup Hi + Jmp+ — 0 (1.11)
t<m P k<mp p p—

in probability, by Theorem 1.2.1 and (1.10).
The statement of the theorem now follows from Theorem 1.2.1, (1.9) and (1.11). O

17



Remark. There is one special case where Theorem 1.3.1 is easy. This is the case where
p is the geometric distribution pu(k) = 27571, which satisfies our assumptions with o2 = 2.
In that case, it is not hard to see that our contour process (C,,n > 0) is distributed as a
simple random walk reflected at the origin. Thus the statement of Theorem 1.3.1 follows
from Donsker’s invariance theorem (note that v/2/o = 1).
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Chapter 2

Trees embedded in Brownian
excursions

In the previous chapter, we proved that the height process or the contour process of Galton-
Watson trees, suitably rescaled, converges in distribution towards reflected Brownian motion.
This strongly suggests that Brownian excursions code continuous trees in the same way as
the height process or the contour process codes Galton-Watson trees. In this chapter, we
will first give an informal description of the tree coded by an excursion, and then provide
explicit calculations for the distribution of the tree associated with a Brownian excursion.
These calculations play a major role in the approach to superprocesses that will be devel-
oped in Chapter 4. When the Brownian excursion is normalized to have length one, the
corresponding tree is Aldous’ continuum random tree, which has appeared in a number of
recent works.

2.1 The tree coded by a continuous function

We denote by C(Ry,R,) the space of all continuous functions from R, into R, which is
equipped with the topology of uniform convergence on the compact subsets of R, and the
associated Borel o-field. A special role will be played by the subset £ of excursions : An
excursion e is an element of C'(Ry,Ry) such that e(0) = 0 and e(t) > 0 if and only if
0 < t <~ for some v = ~(e) > 0.

Let us fix f € C(R4,R;) with f(0) = 0. We can view this function as coding a continuous
tree according to the following informal prescriptions:

(i) Each s € R, corresponds to a vertex of the tree at generation f(s).

(ii) If s,s" € R, the vertex (corresponding to) s is an ancestor of the vertex corresponding
to s iff
f(s)= inf f(r) (f(s)= inf f(r)if s <s).

rels,s’] rels’,s

More generally, the quantity inf,c[s o) f(r) is the generation of the last common ancestor
to s and .
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(iii) The distance between vertices s and s’ is defined to be

d(s,s") = f(s)+ f(s') =2 inf f(r)

rels,s’]

and we identify s and s’ (we write s ~ s') if d(s,s’) = 0.

With these definitions at hand, the tree coded by f is the quotient set R,/ ~, equipped
with the distance d and the genealogical relation defined in (ii). In this chapter, we will
consider the case when f is an excursion with duration v and then we only need to consider
[0,7]/ ~, since vertices corresponding to s > 7 are obviously identified with ~.

Note that the line of ancestors of the vertex s is isometric to the line segment [0, f(s)].
If s < &', the lines of ancestors of s and s’ share a common part isometric to the segment
[0, inf}s o1 f(r)] and then become distinct. More generally, we can define the genealogical tree
of ancestors of any p vertices sq,...,s,, , and our principal aim is to determine the law of
the tree when f is randomly distributed according to the law of a Brownian excursion, and
S1,..., 5y are chosen uniformly at random over the duration interval of the excursion.

Aldous’ continuum random tree (the CRT) is by definition the random tree coded in the
previous sense by the random function equal to twice the normalized Brownian excursion
(see [1], [2] for different constructions of the CRT).

We start by recalling basic facts about Brownian excursions.

2.2 The It0 excursion measure

We denote by (By,t > 0) a linear Brownian motion, which starts at x under the probability
measure P,. We also set Ty = inf{t > 0, B = 0}. For x > 0, the density of the law of Tj

under P, is
() = e
q = e 2t
’ V27t3
A major role in what follows will be played by the It6 measure n(de) of positive excursions.
This is an infinite measure on the set £ of excursions, which can be characterized as follows.
Let F' be a bounded continuous function on C(R,,R;) and assume that there exists a

number a > 0 such that F/(f) = 0 as soon as f(t) = 0 for every ¢ > «. Then,

1
lim —E.[F(Bsar,, s > 0)] = n(F).

e—0 2¢

The factor 2 in é is just a convenient normalization.
For most of our purposes in this chapter, it will be enough to know that n(de) has the
following two (characteristic) properties:

(i) For every t > 0, and every measurable function g : R, — R, such that ¢(0) = 0,
[ ntdergte®) = [ dzante)gla). (21)
0
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(ii) Let ¢ > 0 and let ® and ¥ be two nonnegative measurable functions defined respectively

on C([0,t],R;) and C'(Ry,Ry). Then,

/n(de) O(e(r),0 <r <t)¥(e(t+r),r >0)

= /n(de) Pe(r),0 <r < t) Eowy (Y (B, r > 0)).

Note that (i) implies n(y > t) = n(e(t) > 0) = (27t)"/2 < oco. Property (ii) means
that the process (e(t),t > 0) is Markovian under n with the transition kernels of Brownian

motion absorbed at 0.
Let us also recall the useful formula n(sup,sge(s) > ¢) = (2¢)" for e > 0.

Lemma 2.2.1 If g is measurable and nonnegative over Ry and g(0) = 0,

n(/ooo dtg(e(t))) — /000 dz g(z).

Proof. This is a simple consequence of (2.1).

For every ¢t > 0, we set I; = info<s<¢ Bs.

Lemma 2.2.2 If g is measurable and nonnegative over R® and x > 0,

To T o) o)
E:v < / dt g(t7 It7 Bt)) =2 / dy / dZ / dt Q:v+z—2y(t) g(t7 Y, Z)
0 0 Y 0

In particular, if h is measurable and nonnegative over R?,

E(/OT dth([t,Bt)) :Q/OIdy/yoodzh(y,z).

Proof. Since

To fe'e)
E;E(\/ dtg(t, [taBt)> :/ thx(g(taltaBt) 1{It>0}>7
0

0

the lemma follows from the explicit formula

2(x + z— 2y _(atz—2y)?
g(1y, By)) / / dz ———— ) = g(y, 2)

which is itself a consequence of the reflection principle for linear Brownian motion.
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2.3 Binary trees

We use the same formalism for trees as in Chapter 1, but we restrict our attention to (ordered
rooted) binary trees. Such a tree describes the genealogy of a population starting with one
ancestor (the root }), where each individual can have 0 or 2 children, and the population
becomes extinct after a finite number of generations (the tree is finite).

Analogously to Chapter 1, we define a tree as a finite subset 7" of U2 ({1,2}" (with
{1,2}° = {0}) satisfying the obvious conditions:

i)0eT;
(i) if (i1,...,1,) € T with n > 1, then (i1, ...,i,1) € T ;

(iii) if (41, . ..,4,) € T, then either (iy,...,i,, 1) € T'and (i1, ...,0,,2) € T, 0r (i1, ...,0n,1) ¢
T and (i, ... in,2) ¢ T.

The elements of T" are the vertices (or individuals in the branching process terminology)
of the tree. Individuals without children are called leaves. If T and T" are two trees, the
concatenation of 7" and 7", denoted by T x T”, is defined in the obvious way: For n > 1,
(11, ..,1,) belongs to T« T" if and only if iy = 1 and (és,...,4,) belongs to T, or iy = 2
and (ig,...,i,) belongs to T". Note that T'x T" # T" « T in general. For p > 1, we denote
by T, the set of all (ordered rooted binary) trees with p leaves. It is easy to compute
a, = Card T,,. Obviously a; =1 and if p > 2, decomposing the tree at the root shows that
a, = Z?;i aja,—;. It follows that

1 x3x...x(2p—3)
@ —

= or—t,
P p!

A marked tree is a pair (T,{h,,v € T'}), where h, > 0 for every v € T". Intuitively, h,
represents the lifetime of individual v.

We denote by 7, the set of all marked trees with p leaves. Let 6 = (T, {h,,v € T'}) € T,
¢ = (T",{h,,,v € T")}) € Ty, and h > 0. the concatenation

06
h

is the element of 7,.,, whose “skeleton” is 7' 7" and such that the marks of vertices in T,
respectively in 7", become the marks of the corresponding vertices in T T”, and finally the
mark of () in T T" is h.

2.4 The genealogy of a finite set of vertices

We will now give a precise definition of the genealogical tree for p given vertices in the tree

coded by an excursion e in the sense of Section 1. If the vertices correspond to times ¢4, ... ,t,
in the coding of Section 1, the associated tree denoted by é(e,y,...,t,) will be an element
of 7,.
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For the construction, it is convenient to work in a slightly greater generality. Let f :
la,b] — R, be a continuous function defined on a subinterval [a,b] of R,. For every
a<u<v<b we set

m(u,v) = inf f(t).

u<t<v

Let ty,...,t, € Ry be such that a <t <ty <--- <t, <b. We construct the marked tree

O(f b1, t)) = (T(frtr, o ty) ho(fotr, . ) v €TY) €T,

by induction on p. If p = 1, T'(f,t1) is the unique element of Ty, and hg(f,t1) = f(t1).
If p =2, T(f t1,tz) is the unique element of Ty, hy = m(t1,t2), by = f(t1) — m(ty, t2),
hg = f(tg) — m(tl, tg)

Then let p > 3 and suppose that the tree has been constructed up to the order p — 1.
Let j =inf{i € {1,...,p — 1}, m(t;, t;iy1) = m(t1,t,)}. Define f and f” by the formulas

fl@) = f(t) —mltr,t,), €[t t],
f”(t> = f(t) - m(tl, tp), te [thrlatp]-

By the induction hypothesis, we can associate with f’ and ti,...,t;, respectively with f”
and tj41,...,t,, atree 0(f',t1,...,t;) € T;, resp. O(f",tj41,...,tp) € Tp—;. We set

O(f tr, ... ty) =0(f " t, ... t) = O(f" tjpr, ..., tp).

m(t1 ,tp)

It should be clear that when f is an excursion, the tree 0(f,t1,...,t,) describes the
genealogy of the vertices corresponding to ti,...,t,, for the continuous tree coded by f in
the way explained in Section 1.

The previous construction shows that the tree 0(f,t1,...,1,) only depends on the values
f(t1),..., f(ty) of f at times ¢;,...,t,, and on the minima m(ty,ts), ..., m(t,—1,t,):
(t

e(eatla"'utp>:Fp(m(t17t2>7' m(p 1y ),6 ) ( ))7

. . 29—1 .
where I', is a measurable function from R +p into 7,

2.5 The law of the tree coded by an excursion

Our goal is now to determine the law of the tree (e, t1, ..., t,) when e is chosen according to
the It6 measure of excursions, and (ti,...,%,) according to Lebesgue measure on [0,y(e)?.
We keep the notation m(u,v) = inf,<i<, e(t).

Proposition 2.5.1 Let F' be nonnegative and measurable on ]RQP L. Then

n(/ dty...dt, f(mlt,ta), ... m(t,_1, b)), e(ty), . ... e(tp))>
{0<t1 < <tp<y}

p—1
— 2p1/2 d@l . d@pfldﬂl . dﬂP(H 1[07/3i/\/@i+1}(&i))f(0417 sy O, ﬁl, . ,Bp).
RIPH i=1
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Proof. This is a simple consequence of Lemmas 2.2.1 and 2.2.2. For p = 1, the result is
exactly Lemma 2.2.1. We proceed by induction on p using property (ii) of the It6 measure
and then (2.3):

n(/ .ty fm(tr, 1), .om(ty ) et ely)
{0<t; <<ty <}

:n</ dtl...dtp,1
{0<t1 < <tp1<}

To
Ee(tpfl) </O dt f(m(tl, tg), ey m(tp_g, tp—l); It, €(t1), ey e(tp_l), Bt)))

:2n</ dty .. .dt,
{0<t1 < <tp1<q}

e(tp—1) oo
/ dOép_l/ dﬁp f(m(tl, tg), N ,m(tp_g, tp_l), Oép_l, €(t1), ey e(tp_l), ﬁp)) .
0 Qp—1

o
The proof is then completed by using the induction hypothesis. 0

The uniform measure A, on 7, is defined by

/Ap(de)F(e) =) /Hdhv F(T,{hy,v € T}).

TeT,” wveT
Theorem 2.5.2 The law of the tree 0(e, t1,...,t,) under the measure

n(de) o< <-<t,<reydty - - dty
is 771,

Proof. Denote by A, the measure on Ripfl defined by

p—1
Ap(dOél . d&pfldﬂl . dﬂp) = <H 1[07ﬁiAﬁi+1](&i))d&1 N dOépfldﬂl . dﬂp
i=1

Recall the notation I', introduced at the end of Section 2.4. In view of Proposition 2.5.1,
the proof of Theorem 2.5.2 reduces to checking that I',(A,) = A,. For p = 1, this is obvious.

Let p > 2 and suppose that the result holds up to order p—1. For every j € {1,...,p—1},
let H; be the subset of ]Ripil defined by

H; ={(ov,...,0p-1,01,...,0p); o < o for every i # j}.

Then,

p—1

Ap=) 1y - A,

J=1
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On the other hand, it is immediate to verify that 1, - A, is the image of the measure

P

under the mapping ® : (af, ... ,ﬁ]’-, h,aof ... ,ﬁlg’_j) — (a1, ..., ,) defined by

Odj:h,

a=a,+h forl<i<j-—1,
Gi=p0+h forl<i<y,
a=a] ;+h forj+1<i<p-—1,
Bi=pL;+h forj+1<i<p.

The construction by induction of the tree (e, ty,...,t,) exactly shows that
Tyo®(a),.... 0 haf....0) ;)= (al,...,ﬂ) Ty j(af .., 08) )

Together with the induction hypothesis, the previous observations imply that for any
nonnegative measurable function f on 7,

[ Aaw i s = [ an [ [ a@a, @ fp@ana)

_ / dh / / (du') Ay (du") F(T;(u') Ty (u”))
= [ an [0 50

where we write A; * A,_; for the image of A;(df)A,_;(d€’) under the mapping (6,6) —
0 * #'. To complete the proof, simply note that

1
Z/ dhAj A,

O

2.6 The normalized excursion and Aldous’ continuum
random tree

In this section, we propose to calculate the law of the tree 6(e,ty,...,t,) when e is chosen
according to the law of the Brownian excursion conditioned to have duration 1, and ¢4, ...,t,
are chosen according to the probability measure p!1jo<, <..<t,<13d?1 . .. dt,. In contrast with
the measure A, of Theorem 4, we get for every p a probability measure on 7,. These
probability measures are compatible in a certain sense and they can be identified with the
finite-dimensional marginals of Aldous’ continuum random tree (this identification is obvious
if the CRT is described by the coding explained in Section 1).
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We first recall a few basic facts about the normalized Brownian excursion. There exists a
unique collection of probability measures (n), s > 0) on £ such that the following properties
hold:

(i) For every s > 0, nisy(y =s) = 1.
(i) For every A > 0 and s > 0, the law under n,(de) of ex(t) = VAe(t/)\) is npng-

(iii) For every Borel subset A of &,

1 o0
n(A) = 5(27?)1/2/0 5732 ng (A) ds.

The measure n(;) is called the law of the normalized Brownian excursion.

Our first goal is to get a statement more precise than Theorem 2.5.2 by considering the
pair (f(e,t1,...,t,),7) instead of O(e,t1,...,t,). If 0 = (T,{h,,v € T}) is a marked tree,
the length of € is defined in the obvious way by

L(O) =) h,.

veT

Proposition 2.6.1 The law of the pair (6(e,t1,...,t,),7) under the measure
n(de) Ljo<t, <<ty <q(epdis - - - dip

18
2071 A, (dB) gare)(s)ds.

Proof. Recall the notation of the proof of Theorem 2.5.2. We will verify that, for any
nonnegative measurable function f on Rip ,

n( / dt, ...dt,
{0<t <o <tp<v}

f(m(tl, tg), PN ,m(tp_l,tp), €(t1), ey e(tp),tl, ty — tl, NN tp))
= 2p1/Ap(dC(1 e d&pfldﬂl e dﬂp) / . d81 Ce d8p+1 4p; (81)QQ1+52,2011 (82) Ce
RAH

R Qﬁp—1+ﬁp72ap—1(Sp)Qﬂp(SpJFl) f(&la cee, 0p, ﬁla cee 7Bp7 S1y4 4, Serl)- (24)

Suppose that (2.4) holds. It is easy to check (for instance by induction on p) that

p—1
2L(Cp(c,. .. ap1,B1,...,0p)) = P + Z(ﬁz + Bic1 — 20i) + B
i=1
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Using the convolution identity g, * ¢, = ¢u+y, we get from (2.4) that

n(/ dty ...dt, f(m(ti,ta),...,m(ty—1,tp), €e(t1), ..., e(tp),7)>
{0<ty <<t <~}

As in the proof of Theorem 2.5.2, the statement of Proposition 2.6.1 follows from this last
identity and the equality I',(A,) = A,.

It remains to prove (2.4). The case p = 1 is easy: By using property (ii) of the It
measure, then the definition of the function ¢, and finally (2.1), we get

[ntae) [aestettrn =0 = [atde) [ at B (et 1)
:/ de/dt/ 0t quio () (e(0), 1, 1)
= / dx/ dt q,(t) /dth()f(x,t,t’).

Let p > 2. Applying the Markov property under n successively at ¢, and at ¢,_;, and then
using (2.2), we obtain

n( / dt ...dt,
{0<t; <o <tp <y}

s f(m(ty,ta), o mlty_isty),e(tr), ..o elty) by ta — try e,y — ))
To
:n</ dty . dty 1 By ([ dt / ds gz, (s)
{0<t1 < <tp_1<9} 0
Xf(m(tlatQ)a' m(tp 27 ) It7 ) Btatla"'at -1 tp 27t S)))

e(tp— 1)
:2n</ dt,- 1/ / dz/ dt/ dS Qe(t, 1)+2— Qy( ):(s)
{ogtlg---gtp_lgv}

s F(mlty,ta), o mltyoosty1)sys e(t)s oo e(tyor)s 2otts o byt — tyoa,t, s)).

It is then straightforward to complete the proof by induction on p. 0

We can now state and prove the main result of this section.
Theorem 2.6.2 The law of the tree 0(e, t1,...,t,) under the probability measure
p' 1{0§t1§'“§tp§1}dt1 e dtp n(l) (de)

18

p! 2P L(0) exp (— 2 L(0)?) A, (dF).
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Proof. We equip 7, with the obvious product topology. Let F' € Cy(7,) and let h be
bounded, nonnegative and measurable on R, . By Proposition 2.6.1,

/n(de) h(7) / dty...dt, F(f(e,t1,....1,))
{0<t; <<ty <y}
=2t [ashe) [ Aya0) qui(s) FO)

On the other hand, using the properties of the definition of the measures n(), we have also

/n(de) h(7) / dty...dt, F(f(e,t1,...,t,))
{0<t1 < <tp<v}
1 o0
= em)” / ds s/ h(s) / neo(de) / dty . dt, F0(etr, . 1),
0 {0<t) <--<tp<s}

By comparing with the previous identity, we get for a.a. s > 0,

/ (de)/ gty dt, F(0e,tr, ... 1))
0<ty < <tp<s}

2L(0)?

p“/A (d0) L(0) exp ( — ()

S

) F(6).

Both sides of the previous equality are continuous functions of s (use the scaling property of
n(s) for the left side). Thus the equality holds for every s > 0, and in particular for s = 1.
This completes the proof. O

Concluding remarks. If we pick ¢4, ..., , independently according to Lebesgue measure on
[0, 1] we can consider the increasing rearrangement t) <t} < ... < t; of ty,...,t, and define
Oe,t1,...,tp) = 0(e,t},...,t,). We can also keep track of the initial ordering and consider
the tree é(e,tl, ..., 1,) defined as the tree 6(e, t,...,t,) where leaves are labelled 1,...,p,
the leaf corresponding to time ¢; receiving the label 7. (This labelling has nothing to do with
the ordering of the tree.) Theorem 2.6.2 implies that the law of the tree é(e, t1,...,t,) under

the probability measure
1[0,1];7 (tla c. ,tp)dtl dt na (de)

has density
2PLL(0) exp(—2L(0)?)
with respect to Ap(de), the uniform measure on the set of labelled marked trees.

We can then “forget” the ordering. Define 8*(e,ty,...,t,) as the tree O(e,ty,...,t,)
without the order structure. Since there are 2°~! possible orderings for a given labelled tree,
we get that the law (under the same measure) of the tree 6*(e, 4, ...,%,) has density

92 1,(6) exp(—2L(6)?)

with respect to Aj(df), the uniform measure on the set of labelled marked unordered trees.
For convenience, replace the excursion e by 2e (this simply means that all heights are mul-
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tiplied by 2). We obtain that the law of the tree 8*(2e,t,...,t,) has density

1(6) exp(~ 0"

)

with respect to A%(df). It is remarkable that the previous density (apparently) does not
depend on p.

In the previous form, we recognize the finite-dimensional marginals of Aldous’ continuum
random tree [1],[2]. To give a more explicit description, the discrete skeleton 7% (2e, ¢4, . .., t,)
is distributed uniformly on the set of labelled rooted binary trees with p leaves. (This set
has b, elements, with b, = p!2=® Vg, =1 x 3 x --- x (2p — 3).) Then, conditionally on the
discrete skeleton, the heights h, are distributed with the density

Zh €Xp (Zh) )

(verify that this is a probability density on Rip -1 D.
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Chapter 3

A brief introduction to superprocesses

3.1 Continuous-state branching processes

In this section we study the limiting behavior of a sequence of rescaled Galton-Watson
branching processes, when the initial population tends to infinity whereas the mean lifetime
goes to zero. This is the first step needed to understand the construction of superprocesses,
which combine the branching phenomenon with a spatial motion.

We start from a function ¥ : R, — R, of the following type:

Y(u) = au + pu* + /W(dr)(e_”‘ —1+ru),

where a > 0, > 0 and 7 is a o-finite measure on (0,00) such that [« (dr)(r A r?) < occ.
Note that the function 1 is nonnegative and Lipschitz on compact subsets of R,.. These
properties play an important role in what follows.

For every ¢ € (0,1), we then consider a Galton-Watson process in continuous time
X¢ = (X, t > 0) where individuals die at rate p. = o+ .+, (the parameters a., 5.,7. > 0
will be determined below). When an individual dies, three possibilities may occur:

e with probability a./p., the individual dies without descendants;
e with probability 5./p., the individual gives rise to 0 or 2 children with probability 1/2;

e with probability 7./p., the individual gives rise to a random number of offsprings which
is distributed as follows: Let V' be a random variable distributed according to

7T€(d1)) - 7T((€, OO))ill{v>s}7T(dv) ;

then, conditionally on V', the number of offsprings is Poisson with parameter m.V,
where m. > 0 is a parameter that will be fixed later.

In other words, the generating function of the branching distribution is:

(0% ﬂs 1+7"2 Ve / . _ 1—
r) = + < >+ i (dv)e M=)
) = Ty T\ 2 ot )

We choose the parameters a., 3., 7. and m. so that
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i) lim. o m. = +o0.

ii) If 7 #£ 0, lim. o mevem((e, oo))*1 =1.Ifr=0,v=0.

iii) lim. g %m;lﬁs = 0.

(
(
(
(iv) limejo(ae — meye [ w(dr)r +7:) = «, and o — me7. [ w.(dr)r + yepsilon > 0, for
every € > 0.

Obviously it is possible, in many different ways, to choose a., 3., 7. and m. such that these
properties hold.

We set 95(7’) = pa((pe(r) - T) = ae(l - T) + %(1 - T)2 + 7€(f e (dv)eimav(lir) - T)' Write
Py for the probability measure under which X°¢ starts at k. By standard results of the theory
of branching processes (see e.g. Athreya-Ney [4]), we have for r € [0, 1],

B[] = ()

where ,
vi(r)y=r —I—/ g=(vi(r))ds .
0

We are interested in scaling limits of the processes X¢: We will start X¢ with X§ = [m.x],
for some fixed z > 0, and study the behaviour of m-'X¢. Thus we consider for A > 0

Eim.a) [e‘AmE_IXtE] = vf(e"\/mf)[msx] = exp([max] log vf(e_)‘/mg)) ) (3.1)

This suggests to define uf(\) = m.(1 — v (e=*™=)). The function u¢ solves the equation

ui(A) + /o Ve (us(N))ds = me(1 — e_’\/m"e’?) , (3.2)

where ¢5(u) = Me ge(l - m;l )
,From the previous formulas, we have

w2
Ye(u) = a.u+ m;lﬂEE + MY / me(dr)(e™™ — 1+ m;lu)
1 u’

= (ae — Me7e / 7T5(d7“)7’ + 75)“ + ma_ Ba?

+mey.7((e, 00)) " m(dr)(e™™ —1+ru) .

(g,00)

Proposition 3.1.1 Suppose that properties (i) — (iv) hold. Then, for every t > 0, x >
0, the law of mZ'X; under Py,_, converges as € — 0 to a probability measure Py(z,dy).
Furthermore, the kernels (Py(z,dy),t > 0,z € R,) form a collection of transition kernels on
R, , which satisfy the additivity property

Pt(x + xlv ) = Pt(xv ) * Pt(l‘/7 )
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and are subcritical in the sense that fyPt(x, dy) < x for every x > 0. Finally these kernels
are associated with the function 1 in the sense that, for every A > 0,

/Pt(xa dy)e_/\y = ¢ ) )

where the function (uy(\),t > 0,A > 0) is the unique nonnegative solution of the integral
equation

ur(A\) + /0 P(us(N))ds =\ (3.3)
Proof. From (i) — (iv) we have
i () = 6w 3.9

uniformly over compact subsets of R,. Let u;(\) be the unique nonnegative solution of
(3.3) (us(A\) may be defined by: f;\t()\) Y(v)~ldv =t when \ > 0; this definition makes sense
because ¢(v) < Cv for v < 1, so that ;. ¥(v)~'dv = 400).

We then make the difference between (3.2) and (3.3), and use (3.4) and the fact that
is Lipschitz over [0, A] to obtain that for ¢ € [0, T

ue(A) — (V)] < Cy / ua(A) — uS(N)[ds + ar(e, A)

where ar(e,\) — 0 as ¢ — 0, and the constant C is the Lipschitz constant for ¢» on [0, A].
We conclude from Gronwall’s lemma that for every A > 0,

lim uf (N) = ug(N)

€10

uniformly on compact sets in t. Coming back to (3.1) we have

f)\mngf] —zut ()

ll_r)r(l) E[mgzv} [6 =€

and the first assertion of the proposition follows from a classical statement about Laplace
transforms.

The end of the proof is straightforward. The Chapman-Kolmogorov relation for P(x, dy)
follows from the identity ;s = u; o ug, which is easy from (3.3). The additivity property is
immediate since

/Pt(x + a2/ dy)e ™ = e~ @t ur ) — (/ Pt(x,dy)e_ky> </ Pt(x’,dy)e_’\y> :

The property [ P(z,dy)y < x follows from the fact that limsup,_, A 'u;(A) < 1. Finally
the kernels Py(z, dy) are associated with ¢ by construction. 0

Definition. The 1-continuous state branching process (in short, the 1-CSBP) is the Markov
process in R, (Xy, t > 0) whose transition kernels Py(z, dy) are associated with the function 1)

in the way explained in Proposition 3.1.1. The function v is called the branching mechanism
of X.
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Examples.

(i) If Y(u) = au, X; = Xoe™ ™

(i) If v (u) = Bu® one can compute explicitely us(\) = %ﬁ)\t The corresponding process

X is called the Feller diffusion, for reasons that are explained in the exercise below.

(ili) By taking o = 8 = 0, w(dr) = ¢ with 1 < b < 2, one gets ¥ (u) = u’. This is
called the stable branching mechanism.

. From the form of the Laplace functionals, it is very easy to see that the kernels P;(z, dy)
satisfy the Feller property, as defined in [32] Chapter III (use the fact that linear combinations
of functions e=** are dense in the space of continuous functions on R, that tend to 0 at
infinity). By standard results, every ¢-CSBP has a modification whose paths are right-
continuous with left limits, and which is also strong Markov.

Exercise. Verify that the Feller diffusion can also be obtained as the solution to the stochas-

tic differential equation
dXt A V4 Q/BXtdBt

where B is a one-dimensional Brownian motion [Hint: Apply It6’s formula to see that

A X

e ) PErE

(-

is a martingale.|

Exercise. (Almost sure extinction) Let X be a ¢-CSBP started at x > 0, and let T' =
inf{t > 0, X; = 0}. Verify that X; = 0 for every ¢t > T, a.s. (use the strong Markov
property). Prove that 7' < oo a.s. if and only if
> du
— < 0.

()

(This is true in particular for the Feller diffusion.) If this condition fails, then 7' = oo a.s.

3.2 Superprocesses

In this section we will combine the continuous-state branching processes of the previous
section with spatial motion, in order to get the so-called superprocesses. The spatial motion
will be given by a Markov process (£5,s > 0) with values in a Polish space E. We assume
that the paths of £ are cadlag (right-continuous with left limits) and so £ may be defined on
the canonical Skorokhod space D(R,, E). We write II, for the law of £ started at z. The
mapping  — II, is measurable by assumption. We denote by By, (E) (resp. Cy. (E)) the set
of all bounded nonnegative measurable (resp. bounded nonnegative continuous) functions
on F.

In the spirit of the previous section, we use an approximation by branching particle
systems. Recall the notation p., m., ¢. of the previous section. We suppose that, at time

34



t =0, we have NV, particles located respectively at points x{,...,2%_in E. These particles
move independently in E according to the law of the spatial motion £. Each particle dies
at rate p. and gives rise to a random number of offspring according to the distribution with
generating function ¢.. Let Z; be the random measure on £ defined as the sum of the Dirac
masses at the positions of the particles alive at ¢. Note that the total mass process (Z;,1)
has the same distribution as the process X; of the previous section, started at V.. (Here and
later, we use the notation (v, f) = [ fdv.) Our goal is to investigate the limiting behavior
of m_-1Z¢, for a suitable choice of the 1n1t1al distribution.

The process (Z;,t > 0) is a Markov process with values in the set M,(E) of all point
measures on £. We write P; for the probability measure under which Z¢ starts at 6.

Fix a Borel function f on E such that ¢ < f <1 for some ¢ > 0. For every z € E, t >0
set

wi (x) = E§, (exp(Z, log f)).
Note that the quantity exp(Z;,log f) is the product of the values of f evaluated at the
positions of the particles alive at t.

Proposition 3.2.1 The function w(x) solves the integral equation

(o) = eIl [ dlielui_€) — v () = TLAF(E))

Proof. Since the parameter ¢ is fixed for the moment, we omit it, only in this proof. Note
that we have for every positive integer n

Ens, (exp(Zy, log f)) = wi(x)" .

Under Ps, the system starts with one particle located at x. Denote by T' the first branching
time and by M the number of offspring of the initial particle. Let also Py (dm) be the law
of M (the generating function of Py is ¢). Then

we(x) = Es,(Lirsey exp(Zs,log f)) 4+ Es, (Lir<sy exp(Zs, log f))

= L) + p11e® P [ ds B (explZinslos 1)

= L) + ot [ dse ot (35)

using the fact that E,s, (exp(Z;_s,log f)) = (Es,, (exp(Zi—s,log f)))™. The integral equa-
tion of the proposition is easily derived from this identity: From (3.5) we have

it ([ dswiie)
=pll, </ dse PTle, (f (& S))) + p*11 </ ds L, </0t5 dr e_prcp(wt_s_r(fr))))

/Ot ds e TL +p2/0 ds dre p(r— S)H;t <H§5(§0(wt—r(£rfs)))>
= (1 — e "I (f( +pHa;</0 dr(l—e™ ") (wt—r(&“))> '
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By adding this equality to (3.5) we get the desired result. O

We now fix a function g € By, (E), then take f = e~™: 9 in the definition of w(z) and
set

(@) = mo(1 - wi(2) = m. (1 B3, (7 @)

. From Proposition 3.2.1, it readily follows that

t
i) + T [ dsuui,(6))) = mIL(1 - e o) (36)
0
where the function 1. is as in Section 1.

Lemma 3.2.2 The limit

lir% ug () =: uy(x)

exists for every t > 0 and x € E, and the convergence is uniform on the sets [0,T] x E.
Furthermore, u,(x) is the unique nonnegative solution of the integral equation

) + 1 [ ds e €) = o6 57)

Proof. From our assumptions, 1. > 0, and so it follows from (3.6) that uf(z) < X\ :=
sup,cp g(x). Also note that

hn% m.IL,(1 — e—mzlg(sw) = I,(g9(&))
uniformly in (¢,2) € Ry x E (indeed the rate of convergence only depends on \). Using
the uniform convergence of 1. towards ¢ on [0, \] (and the Lipschitz property of ¢ as in the
proof of Proposition 3.1.1), we get for ¢ > ¢’ > 0 and ¢ € [0,T],

t
rﬁmwwﬁ@ﬂscg/dswm@@wwéwn+uanm
0

yer

where b(e,T,\) — 0 as ¢ — 0. From Gronwall’s lemma, we obtain that u$(z) converges
uniformly on the sets [0, 7] x E. Passing to the limit in (3.6) shows that the limit satisfies
(3.7). Finally the uniqueness of the nonnegative solution of (3.7) is also a consequence of
Gronwall’s lemma. O

We are now ready to state our basic construction theorem for superprocesses. We denote
by M (E) the space of all finite measures on E, which is equipped with the topology of
weak convergence.

Theorem 3.2.3 For every i € M4(E) and every t > 0, there exists a (unique) probability
measure Q(p, dv) on Ms(E) such that for every g € By (E),

/ Qulp, dv)e= ) — ¢~ (3.8)
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where (uy(x),x € E) is the unique nonnegative solution of (3.7). The collection Qi(u,dv),
t >0, p € My(E) is a measurable family of transition kernels on My(E), which satisfies
the additivity property

Qt(Mv ) * Qt(lu’lv ) = Qt(M + :U’lv ) :

The Markov process Z in M¢(E) corresponding to the transition kernels Q;(p, dv) is
called the (&, )-superprocess. By specializing the key formula (3.8) to constant functions,
one easily sees that the “total mass process” (Z,1) is a 1-CSBP. When (u) = fu?, we call
Z the superprocess with spatial motion £ and (quadratic) branching rate 5. Finally, when &
is Brownian motion in R? and ¢(u) = Bu? (quadratic branching mechanism), the process Z
is called super-Brownian motion.

Proof. Consider the Markov process Z° in the case when its initial value Z§ is distributed
according to the law of the Poisson point measure on E with intensity m.u. By the expo-
nential formula for Poisson measures, we have for g € By, (E),

E[e—<mglzf,g)] — E[exp(/ZS(d:I:)logng(e_Wf1Zt5’g>))}

— exp(-m. / pld)(1 — B, (e 400 )
= exp(—(1, 1)) -

JFrom Lemma 3.2.2, we get

lim B(emm 2090y = exp(—(p, ur)) -

Furthermore we see from the proof of Lemma 3.2.2 that the convergence is uniform when g

varies in the set {g € By (E),0 < g < A} = H,.

Lemma 3.2.4 Suppose that R,(dv) is a sequence of probability measures on M¢(E) such
that, for every g € By, (F),

n—oo

lim /Rn(dy)e<”’g> = L(g)

with a convergence uniform on the sets Hy. Then there exists a probability measure R(dv)

on M¢(E) such that
/R(dl/)e_<”’9> = L(g)

for every g € By (E).

We omit the proof of this lemma (which can be viewed as a generalization of the classical
criterion involving Laplace transforms of measures on R, see [26] for a detailed argument)
and complete the proof of Theorem 3.2.3. The first assertion is a consequence of Lemma
3.2.4 and the beginning of the proof. The uniqueness of Q;(u, dv) follows from the fact that
a probability measure R(dv) on M(E) is determined by the quantities [ R(dv)exp(—(v, g))
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for g € By (E) (or even g € Cyi(E)). To see this, use standard monotone class arguments to
verify that the closure under bounded pointwise convergence of the subspace of By(M(E))
generated by the functions v — exp(—(v,¢)), g € Bpi(E), is By(Mf(E)).

For the sake of clarity, write ugg) for the solution of (3.7) corresponding to the function
g. The Chapman-Kolmogorov equation Qs = Q@) follows from the identity
u(sg)
4 ),
which is easily checked from (3.7). The measurability of the family of kernels Q:(u,-) is a

consequence of (3.8) and the measurability of the functions w;(x). Finally, the additivity
property follows from (3.8). O

We will write Z = (Z;,t > 0) for the (£, v)-superprocess whose existence follows from
Theorem 3.2.3. For p € My(E), we denote by P, the probability measure under which
7 starts at p. From an intuitive point of view, the measure Z; should be interpreted as
uniformly spread over a cloud of infinitesimal particles moving independently in F according
to the spatial motion £, and subject continuously to a branching phenomenon governed by

.

3.3 More Laplace functionals

In this section, we derive certain properties of superprocesses that will be used to make the
connection with the different approach presented in the next chapters. Our first result gives
the Laplace functional of finite-dimensional distributions of the process. To state this result,
it is convenient to denote by Il , the probability measure under which the spatial motion §
starts from x at ttme s. Under Il ,, & is only defined for ¢ > 5. We will make the convention
that I, . (f(&)) =01if t < s.

Proposition 3.3.1 Let 0 <t; <ty <---<t, and let fi,..., [, € By (E). Then, for any
0 € My(E),

p

Eg(exp — Z<Zti7 fi)) = exp(=(0, wo))

i=1
where the function (wi(x),t > 0,z € E) is the unique nonnegative solution of the integral
equation

wi(w) + My / " () ds) = Hmé fi(6) (3.9)

Note that formula (3.9) and the previous convention imply that w(x) = 0 for t > ¢,,.

Proof. We argue by induction on p. When p = 1, (3.9) is merely a rewriting of (3.7): Let
u(z) be the solution of (3.7) with ¢ = fi, then

wy(z) = <y, —o(v)
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solves (3.9) and

Eg(exp —(Zy,, f1)) = exp —(0, us, ) = exp — (0, wogle .

Let p > 2 and assume that the result holds up to the order p — 1. By the Markov property
at time ¢4,

p p

EQ(eXp - Z<Ztm fl>) = Eg(GXp(—(Ztl, f1>>EZt1 (eXp - Z<Zti*t17 fl)))

i=1 1=2

= Eg(exp(—<Zt1, f1> - <Zt17u~10>)

where W solves

p

@) + Tl / (@€ ds) = T (Y fi6ur)) -

=2
By the case p =1 we get

p

Eo (exp— Y (Z £) = exp— (0, @)
with -
) + ([ 00060 ds) = Thali(6) + 0(61)-

We complete the induction by observing that the function wy(z) defined by
wi () = i< y0e(@) + Loty Wiy, (2)

solves (3.9).

Finally the uniqueness of the nonnegative solution of (3.9) easily follows from Gronwall’s
lemma (note that any nonnegative solution w of (3.9) is automatically bounded and such
that wy(z) =0 for t > t,,). O

Remark. The same proof shows that

p p

eXp_<67wt> = Et,e <eXp_Z<Zti7fi>) = E9<GXP— Z <Ztﬁt,fi>) .

=1 =1
ptstylet; >t

. From now on, we make the mild assumption that the process &; is continuous in prob-
ability under II,, for every x € E. Then it is a simple exercise to derive from the previous
proposition that Z, is also continuous in probability under Py, for every 8 € M(E). As
a consequence, we can replace Z by a measurable modification, and this allows us to make

sense of integrals of the type
/ dt/Zt(dx) F(t,z)
0
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for any nonnegative measurable function F' on R, x E. Assume furthermore that F' is
bounded and continuous, and vanishes over [T, 00) x E for some 7' < co. Then the continuity
in probability of Z entails that the previous integral is the limit in probability, as n — oo,
of the quantities

> i P/ )

By passing to the limit n — oo in the Laplace transform of these quantities (Proposition
3.3.1) we arrive at the following result.

Proposition 3.3.2 Let F' € Cy . (Ry x E) be such that F(t,x) = 0 for every t > T and
x € FE, for someT < oo. Then,

Eg(exp — /000 dt/Zt(dx) F(t,x)) = exp(—(0,wo))

where the function (wy(x),t > 0,z € E) is the unique nonnegative solution of the integral
equation

i) e[ o€ ds) =T [ Fls.) ). (3.10)

3.4 Moments in the quadratic branching case

In this section and the next one we concentrate on the quadratic case ¢¥(u) = Su?®. ;jFrom
the expression of the Laplace functional of Z;, one easily derives formulas for the moments
of this random measure. For simplicity, we consider only first and second moments. We
denote by @, the semigroup of the Markov process &: Q. f(x) = I1.(f(&)).

Proposition 3.4.1 For any nonnegative measurable function f on E

Eo((Z2. ) =< 6.Quf >= / 6(dx) E. (), (3.11)

and, for any nonnegative measurable function ¢ on E X E,
Ee( / / Zt(dy)Zt(dy’)w(y,y’)) = / 0Q¢(dy) 0Q:(dy") ¢(y. ¥')
2 d 0Q,(d i—s(2,d —s(z, dy ). 3.12
+ﬁ/0 S/Q(Z)/Q (2 y)/@ (2. dy) e(y, ) (3.12)

Remark. The first moment formula provided the motivation for the name superprocess.
The two terms in the second moment formula can be interpreted as follows in terms of the
approximating branching particle system. The first term corresponds to the case when the
particles located at y, ¥’ at time ¢ have different ancestors at time 0. The second term takes
account of the case when the particles have the same ancestors up to time s € [0, ¢].
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Proof. By (3.8) and (3.7), we have for A > 0,

Eo(exp —X(Z, f)) = exp —(0, 1)),
where

0 (@) = QS ﬂ/czts (2) ds.

In particular, 0 < v}(x) < AQ:f(x) < M| f|lso, 0 that v}(x) = AQ.f(x) + O(A\?), and then

@) = AQuf( w/ Qi ((Quf)D) () ds + O(N?). (3.13)
It follows that
Eg(exp —A(Zy, f))
MO+ 5 (0.Qu 425 [ (BQ (Quds) + 00,

The formula for Eg((Z;, f)) follows immediately, as well as the formula (3.12) in the special
case when ¢(y,vy') = f(y)f(y’). The general case follows by standard arguments. O

3.5 Sample path properties

In this last section, we consider super-Brownian motion, that is we asssume both that ¢ (u) =
Bu? and that the underlying spatial motion £ is Brownian motion in R¢. Thus, Q;(z, dy) =
@(,y)dy, where

@(z,y) = (2mt)~42e p(_%)

is the Brownian transition density. We fix ¢ > 0 and our goal is to derive some information
about the random measure Z;. An important role will be played by the function

(1, 9") / ds/dzqt s Jas(y — 2) as(y —2),  zy,y €RL
We start with the case d = 1.

Theorem 3.5.1 If d = 1, there exists a process (Yi(y),y € R) continuous in the L?-norm,
such that Zy(dy) = Yi(y) dy a.s.
Proof. For a € R and € > 0, set

Yé(a) = 2—1€Zt((a —ec,a+¢))
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By (3.12), we have

1

dee’
_ o (0Qul(a—2.a+ )0 — &, a +)

+25/ dy/a+€dy/9dx yy))

The measure 6@Q); has density ¢; % #, which is bounded and uniformly continuous over R.
Hence,

Eo(Y*(a)Y?(d) =

<Zt((a —e,a+¢))Z((d —€,d + 5’)))

((a—e,a+¢))0Qi((ad —&',d +¢) — q *0(a)g *6(da")

465, 3 € —0

uniformly in a,a’ € R. On the other hand, it is easily checked that if d = 1, the function
(r,v,y') — Hy(y,v') is uniformly continuous on R3. In consequence,

0(dx) dy dy Hy(y,y) —= [ 0(dz) Hy(a, d'),

/_>0

455

again uniformly in a, . We conclude that Ey(Y®(a)Y* (a')) converges as €,¢’ go to 0. In
particular, the collection (Y¢(a),e > 0) is Cauchy in L?, and we can set

Yi(a) = lim Y*(a) (3.14)

e—0

where the convergence holds in L?, uniformly in a. We can then choose a sequence ¢, | 0
such that convergence (3.14) holds a.s. along this sequence, for every a € R. We then set,
for every a € R,

Yi(a) = liminf Y7 (a), Va € R,

p—0o0

in such a way that Y;(a) = Y;(a), p.s., and the process (Y;(a),a € R) is measurable.
Then, if ¢ is continuous with compact support on R,

1
z — lim [ Zy(dy) —
<Zup> = lim [z [ dagta)
= lim [ dap(a)Y*(a)

€10

- [ 2.

where the last convergence holds in L?(P).
Finally,

Ea(Yi(a)Yi(a')) = iy Bo(Y* (@)Y () = g + Ola)as 6(a") + 23 [ 6(da) Ho(a, ')
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which implies

Ey((Yi(a) = Yi(d)") = (a * 0 )—%*9( ))?
+ 2ﬂ/ (dx) (Hy(a,a) —2H,(a,d’) + H,(d',d")),
and gives the desired continuity of a — Y;(a). O

In higher dimensions, we can use similar techniques to get a lower bound on the Hausdorff
dimension of the support of super-Brownian motion. We denote by supp Z; the topological
support of the measure Z;.

Proposition 3.5.2 Ifd > 2,
dim supp Z; > 2 a.s. on {Z; # 0}.

Remark. As will be proved in the next chapter, the lower bound of the proposition is in
fact an equality, and this implies that the measure Z; is singular with respect to Lebesgue
measure in dimension d > 3. The latter property also holds in dimension d = 2 but a finer
argument is required.

Proof. Let By = B(0, K) be the ball of radius K centered at 0 in R?. From Frostman’s
lemma (see e.g. [21]), it is enough to check that, for every K > 0, € > 0,

// Zi(dy) Z(dy') ly — y'|*% < oo, a.s. (3.15)
Bk

However, by (3.12),

E(//B 2 Zt<dy>zt<dy'>\y—y'r”> =[] vt os a0ty
T 25/ df’f‘// dydy' Hy(y,y') ly — /|

Then, on the one hand, the function 6 * ¢, is bounded on R?, on the other hand, some simple
estimates give

o ooy
Hy(y.y) < C<1 +log, (1/]y —y I)) if d =2,
CA+ly—y% if d> 3.
It follows that the expected value of the left side of (3.15) is finite, which completes the

proof.
O
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Chapter 4

The Brownian snake approach

4.1 Combining spatial motion with a branching
structure

Throughout this chapter, we consider a Markov process (&, I1,.) with values in a Polish space
E. We will make stronger continuity assumptions than in the previous chapter. Namely,
we assume that £ has continuous sample paths and that there exist an integer p > 2 and
positive constants C' and e such that for every x € E and t > 0,

Hx< sup 6(x,§r)p> < Ot*Fe, (4.1)

0<r<t

where 0 denotes the distance on E. This assumption is not really necessary, but it will
simplify our treatment. It holds for Brownian motion or for solutions of stochastic differential
equations with smooth coefficients in R? or on a manifold.

We denote by W the set of finite E-valued paths. An element of W is a continuous
mapping w : [0,¢] — E, where { = () > 0 depends on w and is called the lifetime of w.
The final point of w will be denoted by w = w((). If x € E, the trivial path w such that
(w) = 0 and w(0) = z is identified with the point z, so that E is embedded in W. The set
W is a Polish space for the distance

d(w,w') = |¢ = {'| + sup S(w(t A C), W' (tAL)).

Let f: R, — R, be a continuous mapping with f(0) = 0. We saw in Chapter 2 that f
codes a continuous genealogical structure, where vertices are labelled by reals s > 0, and by
construction the generation of the last common ancestor to s and s’ is inf[, o1 f(r). We can
now combine this genealogical structure with spatial motions distributed according to the
law of the process €.

Notation. Let w : [0,(] — E be an element of W, let a € [0,(] and b > a. We denote by
R p(w,dw') the unique probability measure on W such that

(i) ¢ =b, Rap(w,dw’) as.
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(i) w'(t) = w(t), Vt < a, Ryp(w,dw’) a.s.

(iii) The law under R,;(w,dw’) of (w'(a +¢),0 < ¢t < b — a) coincides with the law of
(&,0 <t < b—a) under Ily(gy.

Under R, ,(w, dw’), the path w’ is the same as w up to time a and then behaves according
to the spatial motion £ up to time b.

Proposition 4.1.1 Assume that f is Holder continuous with exponent %—oz for everya > 0,
and let x € E. There exists a unique probability measure O on C(R,, W) such that Wy = x,
©7 a.s., and, under ©7, the canonical process (Wy, s > 0) is (time-inhomogeneous) Markov
with transition kernels

Ro(s,),1(st) (W, dW')

where m(s, s") = inf(g o f(r).

The intuitive meaning of this construction should be clear if we think of s and s as
labelling two vertices in a continuous tree, which have the same ancestors up to level m(s, ).
The respective spatial motions W and Wy must be the same up to level m(s, s’) and then
behave independently. Thus, the path W is obtained from the path W, through the kernel
Ron(s,s), (1) (Ws, dw').

Proof. For each choice of 0 <t} <ty < --- <, we can consider the probability measure
7rf1f .t, on WP defined by

W,i’f“’tp(dwl o dwy) = Ro p0) (2, dW1) Rty 42), £ (t2) (W1, AW2) - R,y ), £(4) (Wp—1, dWp).

It is easy to verify that this collection is consistent when p and ?4,...,¢, vary. Hence the
Kolmogorov extension theorem yields the existence of process (Ws, s > 0) with values in W
(in fact in W, := {w € W : w(0) = z}) whose finite-dimensional marginals are the measures

T,
tly-"vtp'

To complete the proof, we have to verify that (W, s > 0) has a continuous modification.
Thanks to the classical Kolmogorov lemma, it is enough to show that, for every 1" > 0 there
are constants 5 > 0 and C such that

E[d(W,, Wy )] < Cls — s'|'7, (4.2)

for every s < s’ <T.
By our construction, the joint distribution of (W, Wy/) is

Ro f(s) (@, dW) Ryn(s,50), £ (s7) (W, dW).

This means that W, and Wy are two random paths that coincide up to time m(s, s’) and
then behave independently according to the law of the process €. Using the definition of the
distance d, we get for every s, € [0,T], s < ¢,

B(@d(Wo, W)) < ¢(1F(s) = S(s)IF + 2T, (TIe

m(s,s/)( sup 5(507 gt)p>>>

0<t<(f(s)V.f(s))—ms,s")
< o (I£(s) = F(S)P +2C1(F(5) v £(5) = ms, ) *+)
< ¢ (cg,Tys — P 420 C2F|s — s'\<2+€><%*a>) ,
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where we used assumption (4.1) in the second inequality. We can choose a > 0 small enough
so that p(3 —«) > 1 and (24 ¢)(3 — @) > 1. The bound (4.2) then follows. O

Remark. If we no longer assume that f(0) = 0, but consider instead an element wy € W
with (e = f(0), a similar argument gives the existence of a probability measure @{VO
on C(Ry, W) such that Wy = wy, ©f a.s. and the process W, is (time-inhomogeneous)
Markovian under @{;O with transition kernels Ry, (s s, r(s) (W, dw’).

4.2 The Brownian snake

We now randomize f in the construction of the previous section. For every r > 0, we denote
by P.(df) the law of reflected Brownian motion started at r (the law of (|B|,t > 0) if B
is a linear Brownian motion started at 7). For every s > 0, we denote by p%(da db) the law

under P, of the pair
(_inf f(u), f(s)).

0<u<s

The reflection principle easily gives the explicit form of p’(da db):

. 2(z +b— 2a) (r+b—2a)?
Ps (d(l db) = (271'83)1/2 exp — %25 1(0<a<b/\r) da db
(r +b)?

+2(27s) Y2 exp —

1(O<b) 50 (da) db.
Theorem 4.2.1 Let P, be the probability measure on C(R, R, ) x C(Ry, W) defined by
P, (dfdw) = Po(df)©L (dw).

The canonical process Wi(f,w) = w(s) is under P, a continuous Markov process with values
m W, with initial value x and transition kernels

Qs(w,dw') = /p§<w) (dadb) R p(w, dw’).
This process is called the Brownian snake with spatial motion &.

Proof. The continuity is obvious and it is also clear that Wy = x, P, a.s. As for the Markov
property, we write

Eo[F(Wsy, ..., W, )G(W,,.,)]

_ / Po(df) /W Rt 050) - Pontoy 15y (5 5p2) (1, )Gl

= /RQ“’“) P2 (daydby)pl _,, (dasdbs) . . ‘P?:,H—sp (dapi1dbyyq)
+
/W . Rop, (2, dwi) ... Rapy byt (Wp, dWpi1) F(wi, .o, Wy )G (Wpgn)
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1 bp_l
/R?(pﬂ) pgl (daldbﬁpl‘;?*sl (dQdeQ) o 'psp—sp—1 (d&pdbp)
+

/ Rop, (x,dw1) ... Ry b, (Wp—1,dw,) F(wy, ... W) Qs 11—, G (W)
Wp
=E,; [F(W317 SRR Wsp)QserrspG(Wsp)]

O

Remark. For every w € W, we can similarly define the law of the Brownian snake started
at w by setting
Py (df dw) = P (df)@{v(dw)'

We denote by (; = (u,) the lifetime of W,. Under P, (resp. under Py), the process
(Cs,s > 0) is a reflected started at 0 (resp. at (n). This property is obvious since by
construction ((f,w) = f(s), P, a.s.

Excursion measures. For every x € E, the excursion measure N, is the o-finite measure
on C(R;,R;) x C(R4, W) defined by

N, (df dw) = n(df )©1(dw),
where n(df) denotes 1t6’s excursion measure as in Chapter 2. As in Chapter 2, we will use
the notation v = ~(f) for the duration of the excursion under N,(dfdw). Alternatively,
the law of (W, s > 0) under N, is easily identified as the excursion measure from z of the
Brownian snake.

We will see later that excursion measures play a major role in connections between the
Brownian snake and superprocesses.

4.3 Finite-dimensional distributions

under the excursion measure
In this section, we briefly derive a description of the finite-dimensional marginals of the
Brownian snake, in terms of the marked trees that were introduced in the Chapter 2.

Let 0 € 7, be a marked tree with p branches. We associate with 6 a probability measure
on (W, )P denoted by I1%, which is defined inductively as follows.

If p=1, then 0 = ({0}, h) for some h > 0 and we let I12 = 11" be the law of (§;,0 < ¢ < h)
under 11,,.

If p > 2, then we can write in a unique way
=0 x0",
h
where 0 € 7, 0" € 7T,_;, and j € {1,...,p — 1}. We then define II? by
/HZ(dwl, v dwy)F(wy, .o wy) = 10 <// Hg;(dw'l, ey dW;-)Hg:(dW’{, o dwy )
F(&on O W, &on © Wiy Eon © Wi, -, Ejon © W;Lj))
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where &,y © w denotes the concatenation (defined in an obvious way) of the paths (§,0 <
t < h) and (w(t),0 < ¢ < ).

Informally, I1% is obtained by running independent copies of £ along the branches of the
tree 6.

Proposition 4.3.1 (i) Let f € C(Ry,Ry) such that f(0) =0, and let 0 <ty <ty <--- <
t,. Then the law under ©F of (w(ty),...,w(t,)) is 150t te),
(ii) For any F € By (wP),

Nax(/ dSl .. .dSp F(th, ey Vth)) = 2]7—1 /Ap(de) HZ(F) .
{0<51 < <sp<y}

Proof. Assertion (i) follows easily from the definition of ©/ and the construction of the
trees 0(f,t1,...,t,). A precise argument can be given using induction on p, but we leave
details to the reader. To get (ii), we write

Nx</ dtl...dth(th,...,mp))

{0<t1 < <tp <y}

_ / n(df) / dty...dt, O (F(W,.....W,,))
(o<t <<ty <)

= / n(df) / dt . ..dt, IO bemt) ()
{0<t1 < <tp<y}
=2t [, (a0 (P,
The first equality is the definition of N,, the second one is part (i) of the proposition, and

the last one is Theorem 2.5.2. O

The cases p = 1 and p = 2 of Proposition 4.3.1 (ii) are of special interest. Let us rewrite
the corresponding formulas in a special case. Recall that we denote by w the terminal point
of w. For any g € B, (FE), we have

([ dso@) =1 [ arate).
Nx((/ovdsg(%f) =4Hx(/0wdt (Hgt(/owdrgm)f)-

These formulas are reminiscent of the moment formulas for superprocesses obtained in Chap-
ter 3. We will see in the next section that this analogy is not a coincidence.

and

4.4 The connection with superprocesses

We start with a key technical result.
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Proposition 4.4.1 Let g € By (R, x E) such that g(t,y) = 0 fort > A > 0. Then the
function

() = N, (1~ exp - / Cdsglt+ W)

solves the integral equation

() + 210, /t h dr(ur(&))?) = s /t S dr glr, &) (4.3)

(recall that the process & starts from x at time t under the probability measure I1; ., ).

Proof. For every integer p > 1, set

17g(t.0) =~ (( [ dsglt+ G, WYY

0

By the case p = 1 of Proposition 4.3.1 (ii), we have

o0

T'g(t,z) = Hx</0 drg(t+r, €r)>. (4.4)

Then let p > 2. Using Proposition 4.3.1 (ii) again we have

p
TPg(t,x) = N, / dsy...ds gt—l—Csi,/Wsi
() ( [0S <ap<r) ”g ( )

= or-l / A, (df) /HZ(dwl ... dwy) ﬁg(t + Gy, W;).

i=1

At this stage, we decompose the tree § at its first node, using the relation

pfl o0
A, = Z/O dhAj* Ay
j=1

and the fact that if 6 = ¢’ * 0", we can construct I1? by first considering a path of ¢ started

at x on the time interval [0, k] and then concatenating paths wy, ..., w} with distribution
Hg; and paths wy, ..., w, ; with distribution Hg:. It follows that

Trg(t,z) — 2p1§ /O " / / A (YA, (6"

J
ML ([ 12w du) [T ot + o+ G )
1=1
p—J

x(/ 02 (duf - dul ) [T alt +h+ Gupni))

~
[y

p—1

= 21, (/OOO thjg(t+h,§h)Tp_jg(t+h,fh)). (4.5)

J=1

50



For p =1, (4.4) gives the bound
Tlg(t,m) < Cl[ovA}(t) .

Recall from Chapter 2 the definition of the numbers a, satistying a, = Z?;i a;a,—j. (From

the bound for p = 1 and (4.5), we easily get TPg(t,z) < (2A)P~'CPa, 1) 4)(t) by induction
on p. Since a, < 4P, we obtain

TPg(t,x) < (O/)pl[oyA](t) .

It follows that, for 0 < A < g := (C")71,

D NTPg(t,x) < K 1g.4(t), (4.6)

p=1
for some constant K < oo.

By expanding the exponential we get for A € (0, o)

o0

up () = Nx<1 —exp(—\ /7 ds g(t + Cs, dehath))> = Z(—l)p“)\prg(t, T) .
0 o
By (4.5), we have also
o ([t (6)?) = o [ (N T+ 6)’)
0o p—1 00
= 2Y (Yo, (/O drTig(t +r, € )TP I g(t + 1, gr))
p=2 7=1

(The use of Fubini’s theorem in the second equality is justified thanks to (4.6).) ;From the
last equality and the previous formula for u)(x), we get, for A € (0, \),

wMz) + 211, (/Ooo dr(u;\Jrr(fr))Q) — \Tg(t,z) = AIL, (/OOO dr g(t +r, &)) .

This is the desired integral equation, except that we want it for A = 1. Note however that

the function A — u}() is holomorphic on the domain {Re A > 0}. Thus, an easy argument

of analytic continuation shows that if the previous equation holds for A € (0, \g), it must
hold for every A > 0. This completes the proof. 0

Theorem 4.4.2 Let pp € My(E) and let

Z 5(ﬂfi7fi7w1')

iel
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be a Poisson point measure with intensity p(dx)Ny(df dw). Write Wi = W,(fi,wi), ¢& =
Cs(fi,wi) and v; = ~(fi) for every i € I, s > 0. Then there exists a superprocess (Z;,t > 0)
with spatial motion & and quadratic branching rate 4, started at Zy = u, such that for every

v € By (Ry X E),
/dt/thx (t,z) Z/ i Wid (4.7)

el
More precisely, Z; can be defined fort > 0 by
(Zi,g9) = / et (¢Hg(W?Y (4.8)
i€l

where (%(C") denotes the local time at level t and at time s of (¢!, > 0).

Remarks. (i) The local time ¢%((?) can be defined via the usual approximation

S

. 1 i
(¢ =lm— [ drlpe(C).
0

e—0 &

The function (¢%(¢%),s > 0) is continuous and increasing, for every i € I, a.s., and the
notation d¢’((?) refers to integration with respect to this function.

(ii) The superprocess Z has branching rate 4, but a trivial modification will give a
superprocess with an arbitrary branching rate. Simply observe that, for every A > 0, the
process (AZ;,t > 0) is a superprocess with spatial motion { and branching rate 4\.

Proof. Let £ denote the random measure on R, x E defined by

’YZ
/L‘dtdy (t,y) = Z/ (¢ Wid

Suppose that ¢(t,y) = 0 for t > A, for some A < oo. By the exponential formula for Poisson
measures and then Proposition 4.4.1, we get

Blesp— [ Llatdnoltn) = exp(~ [ uldoNo—exp— ["ds (G hart)
= exp(—(ju )

where (u(z),t > 0,2 € E) is the unique nonnegative solution of

() + 211, , (/too dr(ur(@)f) =1L, (/too dr o(r, {T)> )

By comparing with Proposition 3.3.2, we see that the random measure £ has the same

distribution as
dt Z;(dy)

where Z' is a superprocess with spatial motion £ and branching rate 4, started at 2|, =
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Since Z' is continuous in probability we easily obtain that, for every ¢ > 0,

1 t+e
Z, = lim — Zdr |
el0 € ¢
in probability. It follows that for every ¢ > 0 the limit

1 t+e
Z(dy) := lim — L(dr dy)
e|l0 € ¢
exists in probability. Clearly the process Z has the same distribution as Z’ and is thus also
a superprocess with spatial motion £ and branching rate 4 started at pu.

Then, if t > 0 and g € Cpy (F),

.1
langleZ;, g) = lslfgg L(dr dy)1j,e+¢(r)g(y)

1 v .
= lim - ds1 Jg(Ws) .
a0 & Z/O [t,t+e}(Cs)9( 5)
el
Note that there is only a finite number of nonzero terms in the sum over ¢ € I (for t > 0,
N,(sup (s > t) = n(supe(s) > t) < oo). Furthermore, the usual approximation of Brownian
local time, and the continuity of the mapping s — W; give
g

1 . g .
> [ ds 1 (€o() = [ a9

elo € Jy 0

N, a.s., for every z € E. Formula (4.8) now follows, and (4.7) is then a consequence of the
occupation time formula for Brownian local time. O

Let us comment on the representation provided by Theorem 4.4.2. Define under N, a
measure-valued process (Z;,t > 0) by the formula

z0) = | " (g (W) (4.9)

0

The “law” of (Z;,¢t > 0) under N, is sometimes called the canonical measure (of the su-
perprocess with spatial motion ¢ and branching rate 4) with initial point z. Intuitively the
canonical measure represents the contributions to the superprocess of the descendants of one
single “individual” alive at time 0 at the point z. (This intuitive explanation could be made
rigorous by an approximation by discrete branching particle systems in the spirit of Chapter
3.) The representation of the theorem can be written as

Zi=Y Z
iel
and means (informally) that the population at time ¢ is obtained by superimposing the
contributions of the different individuals alive at time 0.

The canonical representation can be derived independently of the Brownian snake ap-
proach: Up to some point, it is a special case of the Lévy-Khintchine decomposition for
infinitely divisible random measures. One advantage of the Brownian snake approach is that
it gives the explicit formula (4.9) for the canonical measure.
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4.5 Some applications of the Brownian snake represen-
tation

The representation derived in Theorem 4.4.2 has some interesting consequences for path
properties of superprocesses.

Theorem 4.5.1 Let Z be a superprocess with spatial motion §. Then (Zy,t > 0) has a
continuous modification. For this modification, supp Z; is compact for everyt > 0 a.s.

Proof. We may assume that the branching rate is 4 (cf remarks after Theorem 4.4.2) and
that Z is given by the representation formula (4.8):

Vi ) P
(Zug) =Y [ de(c)a(T)
ier 70
Note that the set Iy = {i € I : sup,5( (. > 0} is finite a.s., and that if ¢ € [§,00) only the

terms corresponding to ¢ € I5 can be non-zero in the right-hand side of (4.8). Furthermore,
the joint continuity of Brownian local times implies that the mapping ¢t — d¢%({) is con-

tinuous from R, into M;(R;), N, a.e. Since we also know that the mapping s — W/ is
continuous, we immediately see that the process Z; , as defined by (4.8), is continuous over
(0, 00).

Before dealing with the continuity at ¢ = 0, let us observe that the last assertion of the
theorem is easy from the previous arguments. Indeed, for ¢ € [0, 00), we have

supp Z; C U{WS’ :s >0}

i€ls

where I; is finite a.s., and for every ¢ the set {W\S‘, s > 0} is compact as the image of the

compact interval [0,7;] under the continuous mapping s — W.
To deal with the continuity at ¢ = 0, let ¢ be a bounded nonnegative Lipschitz function
on E, and let v;(x) be the (nonnegative) solution of the integral equation

(@) + 211,0( /0 t vt,s(gs)%zs) = L (g(&)) - (4.10)

Then for every fixed t > 0,
exp —(Z, Vr—r) = Elexp —(Z, )| Zy)
is a martingale indexed by r € [0, t]. By standard results on martingales,
lgfg(ZT, Uty
exists a.s., at least along rationals. On the other hand, it easily follows from (4.10) and
assumption (4.1) that v;(x) converges to g(z) as t | 0, uniformly in € E. Hence,

limsup(Z,, g) < limsup(Z,,v,_,) + &(t)
r]0,7eQ r]0,7eQ

with e(t) — 0 as ¢ | 0, and similarly for the lim inf. We conclude that lim,|(Z,, g) exists
a.s. and the limit must be (u, g) by the continuity in probability. O
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Theorem 4.5.2 Let Z be super-Brownian motion in R®. Then:

(i) For every 6 > 0,

dim (U supp Zt> =4 ANd, a.s. on {Zs # 0}

t>6

(ii) For everyt >0,
dim (supp Z;) = 2 A\ d, a.s. on {Z; #0}

Proof. (i) We only prove the upper bound

dim <U supp Zt) <4, a.s.

t>0

The lower bound is easily proved by an application of Frostman’s lemma similar to the proof
of Proposition 3.5.2.

We may again assume that Z is given by formula (4.8). Then, as in the previous proof,
we have

UsuppZt C U{Wg s> 0}.

t>6 i€l
The proof thus reduces to showing that
dim [ J{Wi:s >0} <4
i€l
or equivalently, -
dim{W;:5s>0} <4 N, ae. (4.11)

To this end we use more detailed information about the Holder continuity of the mapping
s — W,. Note that when ¢ is Brownian motion in R?, assumption (4.1) holds with any
p >4 and 2 + ¢ = p/2. The argument of the proof of Proposition 4.1.1 shows that for any
continuous f : Ry — R, such that f(0) =0, for s < ¢,

OLT. =W l?) < e (17(5) = F(SIP + (F() + F() = inf, F(r)PP).

r€ls,s’
If f is Holder continuous with exponent 1/2 — e (which holds n(df) a.e.), we get
OL(W, = Wal?) < G pels — /|57,

Then the Kolmogorov lemma implies that the mapping s — ﬁ/\s is Holder continuous with
exponent i — ¢, for every € > 0, N, a.e. The bound (4.11) is an immediate consequence.

(ii) The lower bound dim (supp Z;) > 2Ad on {Z; # 0} was already obtained in Chapter
3 (Proposition 3.5.2). For the upper bound, we note that by formula (4.8), we have for t > ¢,

supp Z; C U{W\; 15 >0,( =t}

i€ls
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(recall that the local time measure d¢’(¢?) is supported on {s > 0: (! = t}). Hence we need
to verify that .
dim{Ws:5s>0,(; =t} <2 N, a.e. (4.12)

By the first part of the proof, the mapping s — WS is Holder continuous with exponent

i — g, and on the other hand, it is well-known that the level sets of Brownian motion have

dimension 1/2:
1
dim{s>0:( =1t} < 3 n(d¢) a.e.
The bound (4.12) follows, which completes the proof. O

The Brownian snake has turned out to be a powerful tool for investigating path properties
of super-Brownian motion. See e.g. [29] for a typical example of such applications.

4.6 Integrated super-Brownian excursion

In this last section, we discuss the random measure known as integrated super-Brownian
excursion (ISE). The motivation for studying this random measure comes from limit theorems
showing that ISE arises in the asymptotic behavior of certain models of statistical mechanics.

We suppose that the spatial motion ¢ is Brownian motion in R%. We use the notation J
for the total occupation measure of the Brownian snake under N,:

(J,g9) = /07 ds g(W,) g € BL(RY).

Informally, ISE is J under No(- | v = 1).

To give a cleaner definition, recall the notation n ;) for the law of the normalized Brownian
excursion (cf Chapter 2). With the notation of Proposition 4.1.1, define a probability measure

N on C(R4,R,) x C(Rs, W,) by setting
NI (df dw) = nqy(df) ©F(dw).

Definition. ISE is the random measure J on R¢ defined under N((]l) by

<«779>:/01d59(W) : g € B.(R%).

;From Theorem 4.5.2 (i) and a scaling argument, it is straightforward to verify that
dimsupp J =4 A d a.s.

One can use Theorem 2.5.2 to get an explicit formula for the moments of ISE. These
moment formulas are important in the proof of the limit theorems involving ISE: See Derbez

and Slade [11].
Before stating the result, recall the notation I1? introduced in Section 3 above. We use
the tree formalism described in Section 2.3. In particular, a tree T' is defined as the set of

its vertices, which are elements of U2 {1,2}". We denote by Ly the set of all leaves of T’
and if v € T, v # (), we denote by © the father of v.
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Proposition 4.6.1 Let p > 1 be an integer and let F' € B, (WP). Then,

Nél)</ d31...dSpF(W517"'7WSp))
0<51<89<+-<5p<1}

g / A (d8) L(8) exp(—=2L(6)) TE(F (wr, . .., w,)). (4.13)
Let g € B, (R?). Then,

N (T, g)7) = plortt Y [T dne " ho)exp (=203 h)?)

Ter,” ®)T yer veT veT
></ dev<thv(@/ﬁayv)> IT o), (4.14)
®RNT yeT veT veLr

where y; = 0 if v = 0 by convention, and q,(y,y') denotes the Brownian transition density.

Proof. Formula (4.13) is an immediate consequence of Theorem 2.5.2 and Proposition 4.3.1
(i), along the lines of the proof of Proposition 4.3.1 (ii). Formula (4.14) follows as a special
case (taking F(wy,...,wp,) = g(i1)...g(i,)) using the construction of 11 and the definition
of A,(df). O

Formula (4.13) obviously contains more information than (4.14). For instance, it yields
as easily the moment functionals for space-time ISE, which is the random measure J* on
R, x R? defined under N(()l) as

1
70 = [ dsglG W), geBLR, xR
0

The formula analogous to (4.14) when J is replaced by J* is left as an exercise for the
reader.

Remark. The second formula of Proposition 4.6.1 can be rewritten in several equivalent
ways. Arguing as in the concluding remarks of Chapter 2, we may replace the sum over
ordered binary trees with p leaves by a sum over (unordered) binary trees with p labelled
leaves. The formula is unchanged, except that the factor p! 2P*! is replaced by 2%°. In this
way, we (almost) get the usual form of the moment functionals of ISE: See Aldous [3] or
Derbez and Slade [11]. There are still some extra factors 2 due to the fact that in the usual
definition of ISE, n(df) is replaced by its image under the mapping f — 2f. To recover
exactly the usual formula, simply replace py, (ys, o) by pon, (Us, Yu)-
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Chapter 5

Lévy processes and branching
processes

Our goal in this chapter is to extend the Brownian snake approach of Chapter 4 to super-
processes with a general branching mechanism. This extension will rely on properties of
spectrally positive Lévy processes. Most of the properties of Lévy processes that we will
need can be found in Bertoin’s monograph [5], especially in Chapter VII.

5.1 Lévy processes

In this section we introduce the class of Lévy processes that will be relevant to our purposes
and we record some of their properties.

We start from a function 1 of the type considered in Chapter 3:

P(A) = aA + B\ + / m(dr)(e™ — 1+ \r)

(0,00)

where a > 0, > 0 and = is a o-finite measure on (0, co) such that [ «(dr)(r A r?) < cc.

Then there exists a Lévy process (real-valued process with stationary independent incre-
ments) Y = (Y;, ¢ > 0) started at Yy = 0, whose Laplace exponent is v, in the sense that for
every t > 0, A > 0:

Ele™ ] = e |

The measure 7 is the Lévy measure of Y, 3 corresponds to its Brownian part, and —a to a
drift coefficient (after compensation of the jumps). Since 7 is supported on (0,00), Y has
no negative jumps. In fact, under our assumptions, Y can be the most general Lévy process
without negative jumps that does not drift to +o0o (i.e. we cannot have Y; — oo as t — oo,
a.s.). This corresponds to the fact that we consider only critical or subcritical branching.
The point 0 is always regular for (—oo,0), with respect to Y, meaning that

P(inf{t >0,Y; <0} =0)=1.
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It is not always true that 0 is regular for (0, 00), but this holds if

1
ﬁ>0,0rﬁ:0and/r7r(dr):oo. (5.1)
0

;From now on we will assume that (5.1) holds. This is equivalent to the property that the
paths of Y are a.s. of infinite variation. A parallel theory can be developed in the finite
variation case, but the cases of interest in relation with superprocesses (in particular the
stable case where w(dr) = cr=2"%dr, 0 < a < 1) do satisfy (5.1).

Consider the maximum and minimum processes of Y:

Sy =supY,, I;=infY,.
s<t s<t
Both S —Y and Y — I are Markov processes in R (this is true indeed for any Lévy process).
JFrom the previous remarks on the regularity of 0, it immediately follows that 0 is a regular
point (for itself) with respect to both S — Y and Y — I. We can therefore consider the
(Markov) local time of both S —Y and Y — I at level 0.

It is easy to see that the process —I provides a local time at 0 for Y — I. We will denote
by N the associated excursion measure. By abuse of notation, we still denote by Y the
canonical process under N. Under N, Y takes nonnegative values and Y; > 0 if and only if
0 <t <7, where v denotes the duration of the excursion.

We denote by L = (L, t > 0) the local time at 0 of S — Y. Here we need to specify the
normalization of L. This can be done by the following approximation:

1 t
Li=lim= [ 15 _yonds, 5.2
t 81%1 : /, {Ss—Ys<e}@S (5.2)
in probability. If L™'(¢) = inf{s, Ly > ¢} denotes the right-continuous inverse of L, formula
(5.2) follows from the slightly more precise result

mmE[(1 /OL%) (s, —voepds — (t A Loo))Z] —0 (5.3)

e—0 g

which can be derived from excursion theory for S—Y (after choosing the proper normalization
for L, see [19]).

The process (Sp-1(),t > 0) is a subordinator (that is, a Lévy process with nondecreasing
paths) and a famous formula of fluctuation theory (cf Theorem VII-4 (ii) in [5]) gives its
Laplace transform

_ (A
E(exp —=ASp-1y)) = exp (— tT) . (5.4)

Note that there should be a normalization constant in the exponential of the right side, but
this constant is equal to 1 under our normalization of local time. We have

v

) :oz—l—ﬁ/\—l—/ooodrw((r,oo))(l—e_’\r)

60



so that the subordinator (S;-1(),t > 0) has Lévy measure 7((r,00))dr, drift 3 and is killed
at rate a. In particular for every s > 0, if m denotes Lebesgue measure on R, , we have a.s.

m({S-1(;0 <7 < s, L7 (r) < oo}) = B(s A Leo)
from which it easily follows that
m({S,,0 <r <t})=pL;. (5.5)

Note that when # > 0 this formula yields an explicit expression for L;.

5.2 The height process

Recall formula (1.1) in Lemma 1.1.1, which gives an expression for the height process of a
sequence of independent Galton-Watson trees with an arbitrary offspring distribution (this
formula does not depend on the particular assumptions made on the offspring distribution
in Chapter 1). If we formally try to extend this formula to our continuous setting, replacing
the random walk S by the Lévy process Y, we are lead to define H; as the Lebesgue measure
of the set {s <t,Y; = I/}, where
I} = inf Y, .
s<r<t

Under our assumptions however, this Lebesgue measure is always zero (if s < t, we have
P(Y; = I}) = 0 because 0 is regular for (—00,0)) and so we need to use some kind of local
time that will measure the size of the set in consideration. More precisely, for a fixed ¢ > 0,
we introduce the time-reversed process

YO =Y, Yy, 0<r<t (Yo = 0 by convention)

and its supremum process
SO = sup YO, 0<r<t.

0<s<r
Note that (Y?«(t), so<r< t) has the same distribution as (Y;,S,;0 < r < ¢). Via time-
reversal, the set {s < ¢,Y; = I} corresponds to the set {s < t, St = f/s(t)}. This leads us
to the following definition.

Definition. For every t > 0, we let Hy be the local time at 0, at time t, of the process
SO —Y®  The process (Hy,t > 0) is called the height process.

Obviously, the normalization of local time is the one that was described in the previous
section. From this definition it is not clear that the sample paths of (H;,¢ > 0) have any
regularity property. In this work, in order to avoid technical difficulties, we will reinforce
assumption (5.1) by imposing that

g>0. (5.6)

We emphasize that (5.6) is only for technical convenience and that all theorems and propo-
sitions that follow hold under (5.1) (for a suitable choice of a modification of (Hy, ¢t > 0)).
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Under (5.6) we can get a simpler expression for H;. Indeed from (5.5) we have
1 N
H, = Bm({Sﬁt),O <r<t}),

or equivalently,

1
H, = Bm({]{, 0<r<t}). (5.7)
The right side of the previous formula obviously gives a continuous modification of H (recall
that Y has no negative jumps). From now on we deal only with this modification.

If ¢(u) = Bu?, Y is a (scaled) linear Brownian motion and has continuous paths. The
previous formula then implies that H; = %(Yt — I;) is a (scaled) reflected Brownian motion,
by a famous theorem of Lévy.

We can now state our main results. The key underlying idea is that H codes the genealogy
of a 1)-CSBP in the same way as reflected Brownian motion codes the genealogy of the Feller
diffusion. Our first theorem shows that the local time process of H (evaluated at a suitable
stopping time), as a function of the space variable, is a 1)-CSBP.

Theorem 5.2.1 For every r > 0, set 7, = inf{t, [, = —r}. There exists a -CSBP X =
(X,,a > 0) started at r, such that for every h € By (R,),

/OOO dah(a)X, — /0 ds h(H,) .

Obviously X can be defined by

1 [
X, =lim - ds g, atel, A.S.
61%16 ; S l{a<Hs<ate}; &8
Remark. It is easy to verify that a.s. for every t > 0, H; = 0 iff Y; = [;. (The implication
Y, = I, = H; = 0 is trivial.) Since 7, is the inverse local time at 0 of Y — I, we can also
interpret 7, as the inverse local time at 0 of H. Indeed, Theorem 5.2.1 implies

Tr

1
= X =lim- ds1 .S.
r 0 ;E)lg ; S Lo<H,<e} » &8

from which it easily follows that for every t > 0

t

1
lim — ds1 a=—1;, as.
Elfglg ; S L{o<H;<e} t, .S

Using this remark, we see that the case ¥ (u) = Bu? of the previous theorem reduces to a
classical Ray-Knight theorem on the Markovian properties of Brownian local times.

We now turn to a snake-like construction of (&, 1)-superprocesses, that generalizes the
construction of Chapter 4. As in Chapter 4 we consider a Markov process £ with values in
a Polish space F, satisfying the assumptions in Section 4.1. Also recall that N stands for
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the excursion measure of Y — I away from 0. The definition of the process (H, s > 0) (via
formula (5.7)) makes sense under N, and H has continuous sample paths under N.

For every fixed x € E, we can construct a o-finite measure N, and a process (Ws, s > 0)
with values in W, defined under the measure N, whose law is characterized by the following
two properties (we use the notation of Section 4.1):

(i) ¢ = ¢w.), s > 0 is distributed under N, as the process H,, s > 0 under N.
(ii) Conditionally on (, = f(s), s > 0, the process W has distribution ©7.

Note that this is exactly similar to the construction of Chapter 4, but the role of the Ito
excursion measure is played by the law of the process H under N. There is another significant
difference: The process W is not Markovian, because H itself is not. This explains why we
constructed only the excursion measures N, and not the law of the process W started at an
arbitrary starting point (this would not make sense, see however Section 4 below).

Our assumption # > 0 implies that H has Holder continuous sample paths with exponent
n for any n < 1/2 (see [19]). By arguing as in the proof of Proposition 4.1.1, it follows that
(Ws,s > 0) has a continuous modification under N,. Hence, without loss of generality, we
can assume in the next theorem (but not necessarily in the remainder of this chapter) that N,
is defined on the canonical space C(R;,R;) x C(Ry, W) in such a way that (s(f,w) = f(s)
and Wy = w(s), N, (df dw) a.e.

Theorem 5.2.2 Let p € My(E) and let
Z 5(ﬂfi7fi7w1')
iel

be a Poisson point measure with intensity p(dx)N,(df dw). Write W! = W,(fi,wi), ¢& =
Cs(fi,wi) and v = ~(fi) for every i € I, s > 0. Then there exists a (&,1)-superprocess
(Zy, t > 0) with Zy = p, such that for every ¢ € By (Ry X E),

’YZ
/dt/thx (t,z) Z/ (CL, Wi d (5.8)
el

Remark. As in Theorem 4.4.2 we could have given a somewhat more explicit formula for
Z by using the local times of the height process at every level: See [19].

5.3 The exploration process

Before we proceed to the proofs, we need to introduce a crucial tool. We noticed that H
is in general not a Markov process. For the calculations that will follow it is important to
consider another process which contains more information than H and is Markovian.

Definition. The exploration process (py,t > 0) is the process with values in M¢(R,) defined
by

(pr, g) = / 4,08 g(H,)
[0,t]
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for g € By (Ry). The integral in the right side is with respect to the increasing function

s — I}.

We can easily obtain a more explicit formula for p;: A change of variables using (5.7)
shows that

(prg) = / 4. I g(5 ' m({I7,r < s}))
-/ 4 I g5 m{Ir < 5})
_ 5 / dag@)+ Y (Ip = Vi )g(H)

s<t:Ys_<If

so that
pi(da) = Bl my(a)da+ > (I} =Y )op,(da) . (5.9)

s<t:Ys_<If

JFrom this formula, it is clear that
supp pr = [0, Hy] , for every t >0, a.s.
The definition of p; also shows that

<pt71>:§/;_]t‘

If u € Mp(Ry) and a € R we define k,pu € M¢(R;) by the formula

kau([oﬂﬂ]) = M([Ov T]) ANa® .

When a <0, ke = 0, and when a > 0, k,pu can be interpreted as the measure p “truncated
at mass a”.

If p € M;(R;) has compact support and v € M (R, ), the concatenation [u, v is defined
by

St = [ i + [ viarncen +1)
where H(u) = sup(supp ).

Proposition 5.3.1 The process (pi,t > 0) is a cadlag strong Markov process with values in
the space M(R.) of all finite measures on Ry. If 6 € M(R,), the process started at 6 can
be defined by the explicit formula

Pf = [k<o15>+1,9, pel-
Proof. The cadlag property of paths follows from the explicit formula (5.9). This formula
shows more precisely that ¢ is a discontinuity time for p iff it is so for Y, and p; = p;— +

INA TS
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Then, let T be a stopping time of the canonical filtration (F;);>o of Y. Consider the
shifted process
Y, =Yoo — Yy, t20,

which has the same distribution as Y and is independent of F7. Then, from the explicit
formulas for p and H, one easily verifies that, a.s. for every t > 0,

T
Pr+t = [k<pT71>+It<T>PT7P§ )]7

with an obvious notation for p,ET) and It(T). The statement of the proposition now follows

from the fact that (It(T), piT)) has the same distribution as (I, p;) and is independent of Fr.
0

Remark. Let p? be defined as in Proposition 5.3.1 and set Ty = inf{t > 0: pf = 0}. Then
the formula of Proposition 5.3.1 implies that To = inf{t > 0 : Y; = —(0,1)}. For t < T,
the total mass of p! is equal to (0,1) + I, + (p;, 1) = (9, 1) + Y;. Furthermore, if (a,b) is an
excursion interval of Y — I before time Tp, we have p! = [kog15.1,0, p] for every t € [a,b],
and in particular p, = py = k<p1>+1,0. These observations will be useful in Section 4 below.

The following proposition gives an explicit formula for the invariant measure of p. Before
stating this result, we give some important observations. Recall that N denotes the excursion
measure of Y — I away from 0. Formulas (5.7) and (5.9) providing explicit expressions for
the processes p and H still make sense under the excursion measure N. Furthermore, these
formulas show that both p; and H; depend only on the values taken by Y — I on the excursion
e; of Y — I that straddles ¢, and

Pt = ptfat(et) ) H, = Htfat(et)a

if a; denotes the starting time of this excursion. Since (p;, 1) = Y; — I; the excursion intervals
of p away from 0 are the same as those of Y — I, and the “law” of (p;,t > 0) under N is
easily identified with the excursion measure of the Markov process p away from 0.

We set ¢(u) = v (u) and denote by U = (U,,t > 0) a subordinator with Laplace
exponent 1, i.e. with killing rate «, drift 5 and Lévy measure 7([r, 00))dr.

Proposition 5.3.2 For every nonnegative measurable function ® on M;(Ry),

N(/Oydtcb(pt)) :/OO da E(®(J,)),

0

where Jo(dr) = 1yq(r) dU, if U is not killed before time a, and we make the convention that
O(J,) =0 if U is killed before time a .

Proof. We may assume that & is bounded and continuous. Recall the notation 7. in
Theorem 5.2.1. From excursion theory for Y — I and the remarks preceding the proposition,
we have for every € > 0, C' > 0,

N(/Oydté(pt) 1{Htgc}) = 1E</OTE dt ®(py) 1{Htsc})

€

1

= g\/ th(l{t<T€,Ht§C}®(pt))
0
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Then, for every fixed t > 0, we use time-reversal at time ¢. Recalling the definition of H and

p, we see that

Pt = ﬁit)

where ﬁt(t) is defined by
a0 = [ a8 gil) — 1)
0
and LY = ﬁ*lm({éﬁt’, 0 < s <t})asin (5.5). Similarly,
{t<mH<Cy={8"-Y" <e Li’ <C}
and so we can write
E(Lg<r, m<c1®(pr)) = E(l{ggttygt)<5,ﬁy>g0}¢’(ﬁ§t))) = E(1(s,—vi<e.o<cy®(mr))

where

<nt7f>:/0 dS, f(Li — Ly).

Summarizing, we have for every ¢ > 0

Y 1 oo
N(/ At ®(py) m<cy) :E(—/ At s, vieer,<cy®()).
0 0

3

Note from (5.2) that the random measures e '1yg,_y,<1dt converge in probability to the
measure dL;. Furthermore, (5.3) allows us to pass to the limit under the expectation sign
and we arrive at

. 1 (o] (o]
hn%E<g/ dtl{st*Y%<€,Lt§C}cD(77t)> = E(/ dLﬂ{LgC@(??t))
e 0 0
LooNC
= E(/ da (1))
0

We finally let C' tend to oo to get

V(o) =B( [ davmaw).

Then note that, on the event {a < Lo},

L~1(a) a
(M1, f) = / ds, fla—L,) = / av. f(a— s),

where V, = Sp-1(,) is a subordinator with exponent %)‘) (cf (5.4)). The desired result now

follows. O
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5.4 The Lévy snake

If e Ms(Ry), we set
H () = sup(supp ) € [0, oc]

where H(u) = 0 if 4 = 0 by convention. It is important to observe that H(ps) = Hj for
every s > 0, P a.s. or N a.e. (this was pointed out in the previous section).

We denote by M? the set of all measures u € /\/l(} such that H(u) < oo and the support
of u is equal to the interval [0, H(u)] (or to @) in the case p = 0).

JFrom Proposition 5.3.1 it is easy to see that the process p started at p € ./\/lgl will
remain forever in M?c. Therefore we may and will consider the exploration process as a
Markov process in M?. It also follows from the representation in Proposition 5.3.1, that
H(ps) has continuous sample paths whenever py € /\/l(} (this is the reason for the condition
supp 1 = [0, H ()] in the definition of M$).

Finally, for every z € E, we let A, be the set of all pairs (u, w) € M? x W, such that
Cw) = H(pt). Recall from the end of Section 4.1 the definition of the distributions ©Y.

Definition. The i-Lévy snake with initial point x € E is the Markov process (ps, W) with
values in A, whose law is characterized by the following properties. If (u,w) € A, the Lévy
snake started at (p, w) is such that:

(i) The first coordinate (ps, s > 0) is the exploration process started at p.

(ii) Conditionally on (ps,s > 0), the process (W, s > 0) has distribution oL,

The fact that the process (ps, W) satisfying properties (i) and (ii) above is Markovian
follows from the Markov property of p by using arguments similar to the proof of Theorem
4.2.1. We will denote by P, , the probability measure under which the Lévy snake starts
at (p, w). We also write Py . for the law of the same process stopped when it hits 0. As
previously, we will use the notation {; = (w,) for the lifetime of W,. By property (ii),
(s = H(ps) for every s >0, P, as.

Again an important role will be played by excursion measures. The excursion measure
N, of the Lévy snake away from (0, x) is the o-finite measure such that

(i) The distribution of (ps, s > 0) under N, coincides with its distribution under N.
(ii") Under N, conditionally on (ps, s > 0), the process (Wj, s > 0) has distribution e,

This is consistent with our previous use of the notation N, in Section 2 above, up to a slight
abuse of notation (to be specific, we were considering in Theorem 5.2.2 the law of the pair
(H(ps), Wg; s > 0) under N,).

¢ From the Markov property of the exploration process under N and property (ii’) above,
it easily follows that the process (ps, W) is Markovian under N, with the transition kernels
of the Lévy snake stopped when it hits 0.

The next result is an immediate consequence of Proposition 5.3.2 and property (ii’) above
of the excursion measure. We keep the notation introduced before Proposition 5.3.2.
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Proposition 5.4.1 For every nonnegative measurable function ® on A,,

([ aeatoowo) = [T a0 60 <P < a)

We need still another result giving information about the law of the Lévy snake started
at (p, w) € W,. First observe that Y; = (p;, 1) is distributed under 7, ~as the underlying
Lévy process started at (u,1) and stopped when it first hits 0. We write I; = inf,< Y,
and we denote by (o, 3;), ¢ € J the excursion intervals of Y — I away from 0, before time
Ty = inf{t > 0 : Y; = 0}. Consider one such excursion interval (o, 3;). From Proposition
5.3.1 and the remark following this proposition, it is easy to see that for every s € [ay, 3;], the
minimum of H (p) over [0, s] is equal to h; = H(p,,) = H(pg,). Hence, by the snake property
(property (ii) above), it follows that W(t) = w(t) for every t € [0, h;] and s € [ay, Gi], P
a.s. We then define the pair (p’, W?) by the formulas

<piv 90> = f(hi,oo) pai-i-S(dT) 90(7“ - hz) f0<s<B—o
p;:O if8>ﬂi—04i,
and
Wit) = Wa,4s(hi + 1), = H(pa,+s) — f0<s<fBi—ao
Wi =w(h;) if s=0ors>pf —aq.

Lemma 5.4.2 Let (u,w) € O,. The point measure
> i)
icJ

is under P}, . a Poisson point measure with intensity

u(dh) Ny (dp dWV).

Proof. Consider first the point measure

pBLIVEE

icJ
If Jo = Is — (u, 1), we have h; = H(p,,) = H(k_;, p). Excursion theory for Y — I ensures
that

Z 5(7‘]&1' 7pi)

i€l
is under Py a Poisson point measure with intensity 1j <,,15(u) du N(dp). (By abuse of

notation, we write N(dp) for the distribution of p under N.) Since the image measure of
Lio,< u71>}( u) du under the mapping u — H (k,u) is precisely the measure p, it follows that

> S

icJ
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is a Poisson point measure with intensity p(dh) N(dp). To complete the proof, it remains to
obtain the conditional distribution of (W% i € J) knowing (ps, s > 0). However, the form

of the conditional law ) easily implies that under O the processes W', i € J are
independent, and furthermore the conditional distribution of W is G)VFVI(Z hy)» Where H, "= H(p).

It follows that
> Shpi
icJ

is a Poisson measure with intensity

u(dh) N (dp) 2 dV) = u(dh) Nogry(dpd V).

This completes the proof. O

We will use the following consequence of the lemma. Let ¢ be a nonnegative measurable
function on R, x E. We can then compute

E, w < exp — /OTO ds o((s, WQ)

in the following way. Note that the set {s < T} : Yy = I} has Lebesgue measure 0 (because
0 is regular for (—o0,0) for the underlying Lévy process). Hence, with the notation of the
lemma, we have

To /61 161 Qg —.
/ ds oo, 1) §:/ ds oo, T §:/ ds o(hs + ¢, 7).
0

ieJ ieJ

JFrom Lemma 5.4.2, it now follows that

E%W<exp - /OTO ds @(CS,/WS)) = exp —/ (dh) Ny <1 —exp — /07 ds(h + CS,WS)).
(5.10)

5.5 Proof of the main theorem

We prove only Theorem 5.2.2; since the “Ray-Knight theorem” (Theorem 5.2.1) then follows
immediately by taking functions (¢, z) that do not depend on x (use excursion theory for
Y — I and recall that the total mass process of the (&,1))-superprocess is a 1)-CSBP). Let
v € Cyy (Ry X E) be such that ¢(t,z) = 0 for every t > T and « € E. In view of Proposition
3.3.2, it is enough to verify that

Eg eXp Z/ W ds) = exp(—(u, ug)) (5.11)

where the function (ui(z),t > 0,2 € E) is the unique nonnegative solution of the integral
equation

D+ ([ ven(ends) =1L( [ et +5.60ds) (5.12)
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Indeed, by comparing with Proposition 3.3.2, this will imply that the measure

90—>Z/ (¢ Wi d

el

has the same Laplace functional as the measure

o — /000 dt/Zt(dx) o(t, )

when Z is a (&, 1)-superprocess started at u, and the desired result follows.
By the exponential formula for Poisson measures, the left-hand side of (5.11) is equal to

exp (= [ utaa) (1= exo— [ ds (6. W),

w(z) =N, (1 —exp — /«Y ds p(t + (s, ﬁ/\s)>
0

it only remains to show that u;(x) solves the integral equation (5.12).
Now note that

1—exp—/owds<,0(t+gs,/ﬂ75) /Owdsgo(t—kg& )exp( /:drcp(t—I—Q,ﬁ/\r)).

So, if we set

By using the Markov property of the Lévy snake under N, it follows that

) =1 [ttt + T (050 [ aripte +6.7)) )

However, by (5.10), we have

E* w. (exp — /OTO dr o(t + ¢, Wr))
= exp < — /ps(dh)NWS <1 — exp — /07 dro(t+h+ CT,WT)»
—exp (= [ puldh) wen (W (1))

Hence,
(o) =N [ dselt+ 6 W) exp (= [ putdn)wes(W.0) ).

We can use Proposition 5.4.1 to evaluate the latter quantity. From the definition of J, (and
with the same convention as in Proposition 5.3.2), we have for any nonnegative function f,

B (exp - / Ju(dh) f(h)) = exp (- / “an ().
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By using this together with Proposition 5.4.1, we arrive at

w) = [ datl (ot +0.&) B(exp (= [ Autan) i)
= [ dan (st g e (= [ andtuenan)).

JFrom the last formula the proof is now easily completed by means of the standard
Feynman-Kac argument:

Hx(/ooo daglt +a.6)) — )

~1L( [T dagt+ag)(1-ex (= [ dndtuea))

([ dagle+a.6) [ i) e (= [ dnitua))

| avdtuate [ doge+achen (- [ anituen@))

| avdtuten o ([ dager v agren (- [ i)
| it wae)

1L ([ dbvtussls)

1L,

1L,

1L,

(
(
(
(

We have thus obtained the desired integral equation (5.12), and this completes the proof.

Remark. In the case ¢(u) = Su?, the underlying Lévy process is Brownian motion, the law
of H under N is the Ito excursion measure and Theorem 5.2.2 yields the Brownian snake
representation of Chapter 4. The approach presented here (taken from [19]) is different and
in a sense more probabilistic than the proof of Theorem 4.4.2 in Chapter 4. An approach of
Theorem 5.2.2 in the spirit of Chapter 4 can be found in [28].
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Chapter 6

Some connections

In this chapter, we briefly discuss without proofs some connections of the preceding results
with other topics. We restrict our attention to the quadratic branching case, and so we do
not use the results of Chapter 5. Sections 1,2,3 below can be read independently.

Throughout this chapter, we use the notation of Chapter 4. The spatial motion £ is
always Brownian motion in R<.

6.1 Partial differential equations

When t(u) = Su? and ¢ is Brownian motion in R?, the integral equation (3.7) is the integral
form of the parabolic partial differential equation:

ou 1
= — ZAu — Bu?
gt~ gt du
Ug = @

This suggests that super-Brownian motion could be used to give a probabilistic approach to
elliptic problems involving the nonlinear operator %Au — Bu?. This program was carried over
by Dynkin in a series of important papers [13],[14],[15]. We give here a brief presentation in
terms of the Brownian snake (see e.g. [26] for more details).

In the classical relations between Brownian motion and the Laplace equation, a key role
is played by the exit point of Brownian motion from a domain. Similarly, the probabilistic
approach to the Dirichlet problem for the operator %Au — Bu? will involve the exit points of
the Brownian snake paths W, s > 0 under the excursion measures N,. Precisely, let D be a
domain in R?, and for any path w € W, let

7(w) =1inf{t > 0:w(t) ¢ D} (inf ) = o0).

We set
EP = {W,(r(Wy)) : s > 0,7(W,) < oo},
which represents the set of exit points of the paths W, for those paths that do exit the

domain D.
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Our first task is to construct a random measure that is in some sense uniformly distributed
over EP.

Proposition 6.1.1 Let x € D. The limit

(ZD ) = lim — / f(w ))]—{T(Wq)<<s<7'(w€)+€} ds

e|l0 €

exists for every f € C(RY,R,), N, a.e. and defines a random measure supported on EP
called the exit measure from D.

The approximation used to define the exit measure is reminiscent of the classical approx-
imation for Brownian local time, and in fact the existence of the limit is easily obtained by
considering the local time at 0 of the process ({s —7(W;))* (see [26], Chapter V for details).

The exit measure leads to the probabilistic solution of the Dirichlet problem for the
operator Au — u? due to Dynkin. For simplicity, we assume that D is bounded and has a
smooth boundary.

Theorem 6.1.2 [13] Let g be continuous and nonnegative over 0D. Then the function
u(r) =No(1—exp(—(2”,g)), 2€D
1s the unique nonnegative solution of the problem
Au = 4u? n D
{ Ulpp = 9 -

A very interesting feature of the probabilistic representation of the previous theorem is
that it is robust in the sense that various limiting procedures will lead from this representation
to analogous formulas for several classes of singular solutions. In particular, one gets a
representation for the maximal nonnegative solution in a domain. We denote by R the
range of the Brownian snake, defined by

R = {ﬁ/\s :s >0}
Corollary 6.1.3 [13] Let D be any open set in RY. The function
u(x) = Ny(RND*#0), r €D

is the mazimal nonnegative solution of Au = 4u? in D. In particular, if K is a compact
subset of RY, K is polar (in the sense that N,(R N K # 0) = 0 for every x € RN\K ) if and
only if there is no nontrivial nonnegative solution of Au = 4u? in RN\ K.

This corollary has allowed Dynkin to give an analytic characterization of polar sets for
super-Brownian motion [13]. Until now there exists no probabilistic proof of this character-
ization.

It is natural to ask whether a probabilistic representation of the type of Theorem 6.1.2
holds for any nonnegative solution of Au = u?. It turns out that the answer is yes in two
dimensions.
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Theorem 6.1.4 [25] Assume that d =2 and D is of class C*. There is a 1 —1 correspon-
dence between

e nonnegative solutions u of Au = 4u? in D
e pairs (K, v), where K is a compact subset of 0D and v is a Radon measure on 0D\ K.

This correspondence is given by
u(z) =N, <1 — lygnng—py exp —(v, ZD>), reD

where (zp(y),y € OD) is the continuous density of the exit measure ZP with respect to
Lebesgque measure on the boundary.

In the correspondence of Theorem 6.1.4, both the compact set K and the measure v can
be recovered from the boundary behavior of the solution w. The pair (K,v) is called the
trace of v.

Marcus and Véron [31] have used analytic methods to rederive the previous theorem
(except for the probabilistic representation) and to extend it to the equation Au = u?, when
p>1and d < %. In the supercritical case (i.e. d > g—i, in particular when d > 3
for equation Au = w?), things become more complicated. One can still define the trace
(K,v) of a solution but there is no longer a one-to-one correspondence between a solution
and its trace. Interesting results in this connection have been obtained by Dynkin and
Kuznetsov [17]. Dynkin and Kuznetsov obtain a satisfactory probabilistic representation
and classification for all o-moderate solutions (a nonnegative solution is moderate if it is
bounded above by a harmonic function, and a solution is o-moderate if it is the increasing
limit of a sequence of moderate solutions). The key remaining question [18] is:

Is every positive solution o-moderate ?

6.2 Interacting particle systems

Several recent papers [12],[8],[6] show that the asymptotic behavior of certain interacting
particle systems (contact process, voter model) can be analysed in terms of super-Brownian
motion. The rough idea is that in the scaling limit the interaction reduces to a branching
phenomenon. Here we will concentrate on the voter model and present some results of [6].

The voter model is one of the most classical interacting particle systems. At each site
x € Z% sits an individual who can have two possible opinions, say 0 or 1. At rate 1, each
individual forgets his opinion and gets a new one by choosing one of his nearest neighbors
uniformly at random, and taking his opinion. Our goal is to understand the way opinions
propagate in space. We restrict our attention to dimensions d > 2 and we denote by &(z)
the opinion of x at time t.

We consider the simple situation where all individuals have type (opinion) 0 at the initial
time, except for the individual at the origin who has type 1 (in other words () = 1z—o}).
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Then with a high probability, type 1 will disappear. More precisely, if Uy = {x € Z% : &(z) =
1} denotes the set of individuals who have type 1 at time ¢, Bramson and Griffeath [7] proved
that for ¢ large,

1
121081 o

pt;:P[ut%@]N ,ydt
7 ifd>3

where 7, is a positive constant. One may then ask about the shape of the set {/; conditional
on the event {U; # 0}.

Theorem 6.2.1 [6] The law of the random set %L{t conditional on {Uy # 0} converges as
t — oo to the law under No(- | sup (s > 1) of the set

{%Ws(l) 520,61},

Here the convergence of sets is in the sense of the Hausdorff metric on compact subsets of
R?. One can prove functional versions of the previous theorem, which show that conditionally
on non-extinction on a large time interval, the set of 1’s evolves like super-Brownian motion
under its excursion measure (more precisely, like the process Z; of (4.9) under Ny(- | sup (5 >
1)).

Theorem 6.2.1 yields interesting complements to the Bramson-Griffeath result recalled
above. Let A be an open subset of R? and assume for simplicity that A has a smooth bound-
ary. As a simple consequence of Theorem 6.2.1 and connections between super-Brownian

motion and partial differential equations, we get the limiting behavior of the probability that
U, intersects v/tA.

Corollary 6.2.2 [6] We have

tlimP(Utﬂ\/EA%(b|L{t7é@):N0(EISZO:CS21 and W, € A | sup (s > 1) = uy(0)

where (us(z),t > 0,7 € R?) is the unique nonnegative solution of the problem

1
%:ﬁAu—ﬁ ON(OaOO)XRdv
UO(.CI?> = 400, HS Aa

up(z) = 0, r € RN\A.

6.3 Lattice trees

A d-dimensional lattice tree with n bonds is a connected subgraph of Z¢ with n bonds and
n + 1 vertices in which there are no loops. One is interested in describing the typical shape
of a lattice tree when n is large. To this end, let @Q,,(dw) be the uniform probability measure
on the set of all lattice trees with n bonds that contain the origin. For every tree w, let
X, (w) be the probability measure on R? obtained by putting mass n+r1 to each vertex of the
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rescaled tree cn~/4w. Here ¢ = c(d) is a positive constant that must be fixed properly for
the following to hold.

The following theorem was conjectured by Aldous [3] and then proved by Derbez and
Slade [11]. Recall from Section 4.6 the definition of ISE.

Theorem 6.3.1 [11] If d is large enough, the law of X, under @, converges weakly as
n — 0o to the law of ISFE.

It is believed that d > 8 should be the right condition for the previous theorem to hold
(under this condition, the topological support of ISE is indeed a tree). Derbez and Slade
have proved a version of the previous result in dimension d > 8, but only for sufficiently
spread-out trees.

The proof of Theorem 6.3.1 uses the lace expansion method developed by Brydges and
Spencer. Another recent work of Hara and Slade [23] shows that ISE also arises as a scaling
limit of the incipient infinite percolation cluster at the critical probability, again in high
dimensions. Furthermore, a work in preparation of van der Hofstad, Hara and Slade indi-
cates that super-Brownian motion under its excursion measure appears in scaling limits for
oriented percolation.
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